Preface

It is our great pleasure to present the proceedings of the 13th International Conference on Computational and Mathematical Methods in Science and Engineering (CMMSE 2013), at Cabo de Gata, Almería (Spain), 24-27 June 2013, comprised of the extended abstracts of the conference presentations.

Since its inception in Milwaukee in 2000, CMMSE has provided a stimulating annual forum for researchers, from a wide range of disciplines, who have found in CMMSE a fruitful arena in which to disseminate their contributions to the research community. Researchers also benefit from being at the crossroads of computational and mathematical methods in a wide variety of research areas. Encouraging the development of the new computational and mathematical methods increasingly demanded by diverse disciplines continues to be the cornerstone of the conference.

Interest in understanding the behaviour of complex systems and phenomena is growing since this essential for the technological development of our society. The resolution of many problems at the theoretical and practical level in science, engineering, economics, and finance requires the intensive development of computational and mathematical methods, which have thus become essential research tools. CMMSE 2013 covers all the computational and mathematical fields, providing specific responses for specific fields and describing up-to-date developments to an expert audience. In addition, mini-symposia and special sessions cover a wide range of specialized topics.

New large-scale problems that arise in fields like bioinformatics, computational chemistry, and astrophysics are considered in a high-performance computing session, whereas mathematical problems related to internet security are considered in another session. Likewise, analytical, numerical and computational aspects of partial differential equations in life and materials science are considered in a specific mini-symposium. The computational finance session covers problems related to asset pricing, trading and risk analysis of financial assets that have no analytic solutions under realistic assumptions and thus require computational methods to be resolved. The symposium on new educational methodologies supported by new technologies offers a forum for discussion of the growing impact of new technologies on teaching, and the development of new tools to increase learning efficiency. Flow-modelling of particles with motivated behaviour in complex networks, applied to traffic flows, pedestrian flows, ecology, etc., are presented in the symposium on mathematical models and information-intelligent transport systems. Recent techniques to solve various types of optimization problems in engineering are presented in the session on computational methods for linear and nonlinear optimization, while numerical methods for solving nonlinear problems are presented in another specific session. Recent theoretical and applied mathematical developments related to cryptography and codes, bio-mathematics, combinatorial optimization algorithms, and algebraic analysis are presented in other specific sessions. Novel methods for the approximation of univariate and multivariate functions, the solution of ordinary and partial differential equations, and the decomposition of multivariate arrays are presented in two mini-symposia. Another mini-symposium covers new computational methods for improving computed tomography reconstruction quality and speed. Finally, special sessions cover topics related to industrial mathematics, ab initio materials and simulation, computational discrete mathematics and the numerical solution of differential equations.
We would like to thank the plenary speakers for their outstanding contributions to research and leadership in their respective fields, including physics, chemistry, engineering, and computational finance. We would also like to thank the special session organizers and scientific committee members, who have played a very important part in setting the direction of CMMSE 2013. Finally, we would like to thank the participants because, without their interest and enthusiasm, the conference would not have been possible.

These proceedings, comprised of the extended abstracts of the conference presentations, are of significant interest and contain original and substantial analyses of computational and mathematical methodologies. The proceedings have five volumes, the first four correspond to the articles typeset in LaTeX and the fifth to articles typeset in Word.

We cordially welcome all participants. We hope you enjoy the conference.
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Abstract

For nonsingular $n \times n$ ($n \geq 6$) pentadiagonal matrices $P$ having nonzero entries on its second subdiagonal, we propose a procedure for computing both the determinant $\det P$ in $O(n)$ times, and accurate information for obtaining the inverse $P^{-1}$ in $O(n^2)$ times. In the general nonsingular case, $n \geq 5$, a suitable decomposition of $P$, as a product of two nonsingular upper Hessenberg matrices, allows us another procedure for obtaining both $\det P$ and $P^{-1}$ taking advantage of such low rank structured matrices.
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1 Introduction

Nonsingular pentadiagonal matrices of a finite order $n$, $P = \{p_{i,j}\}_{1 \leq i,j \leq n}$ (with $p_{i,j} = 0$ for $|i - j| > 2$) have a role in current methods of the numerical analysis. They frequently arise in ODEs, PDEs, interpolation and spline problems [4], boundary value problems, BVP, involving fourth order derivatives. Also, pentadiagonal matrices appear and in finer approximations of second order derivatives. Gauss-Jordan methods with partial pivoting are usually handled in the inversion of such matrices. However, these methods can destroy the special structure and sparsity of the pentadiagonal matrices. Hence, computational techniques based on the low rank structure of the pentadiagonal matrices are of interest.

Particular algorithms for the inversion of $P$ are known. In the sequential line, a procedure for the inverse of $P$ was provided in [3], with the condition in the entries $p_{i,j} \neq 0$ for $i - j = 2$, or $j - i = 2$, in $O(n^2)$ times. Another procedure with complexity $O(n^2)$ was proposed for pentadiagonal matrices having an $LU$ (Doolittle) factorization, [7].
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Fast numerical algorithms for the determinant of pentadiagonal matrices $P$ are required to test efficiently the existence of unique solutions of the PDEs, and also for inverse construction methods of symmetric pentadiagonal Toeplitz matrices. Some results with complexity $O(n)$ have been obtained for the determinant of nonsingular pentadiagonal matrices $P$, [2, 5, 6]. As a continuation of this line, we propose a fast and accurate computation, also with complexity $O(n)$, for the determinant of a pentadiagonal matrix having nonzero entries in its second subdiagonal, currently used in numerical analysis. In addition, all the accurate information about the inverse $P^{-1}$ is obtained with complexity $O(n^2)$.

The computation of the determinant and the inverse of any nonsingular pentadiagonal matrix $P$ taking advantage of its special low rank structure, and without conditions on its entries, is an open question. We propose here a simple factorization for the general nonsingular case, where the pentadiagonal matrix $P$ can be decomposed as a product of two suitable upper Hessenberg matrices. It provides us the determinant and the inverse of $P$ by exploiting the low rank structure of the Hessenberg matrices [1].

2 Pentadiagonal matrices having nonzero entries in its second subdiagonal.

The $2 \times 2$ block structure $P = \begin{pmatrix} P_{11} & 0_2 \\ U & P_{22} \end{pmatrix}$, for a $n \times n$ ($n \geq 6$) nonsingular pentadiagonal matrix is assumed. $P_{11}$ and $P_{22}$ are matrices of order $2 \times n - 2$ and $n - 2 \times 2$, respectively. Matrix $0_2$ is the zero matrix of order 2. The $n - 2 \times n - 2$ matrix $U$ is nonsingular upper triangular. The transposed partitioning for its inverse is known, $P^{-1} = \begin{pmatrix} -U^{-1}P_{22}M_{21} \\ M_{21} \\ U^{-1} + U^{-1}P_{22}M_{21}P_{11}U^{-1} \\ -M_{21}P_{11}U^{-1} \\ M_{21} \end{pmatrix}$, with $M_{21} = \frac{1}{\det P} \begin{pmatrix} C_{1,n-1} & C_{2,n-1} \\ C_{1,n} & C_{2,n} \end{pmatrix}$, and the given $C_{i,j}$ are cofactors of $P$. Therefore, $P^{-1}$ can be seen as:

$$P^{-1} = \begin{pmatrix} -U^{-1}P_{22} \\ I_2 \\ -P_{11}U^{-1} \\ I_2 \end{pmatrix} M_{21} \begin{pmatrix} I_2 \\ U^{-1} \end{pmatrix} + \begin{pmatrix} 0_n,2 \\ 0_2,2 \end{pmatrix} \begin{pmatrix} U^{-1} \\ 0_{2,n} \end{pmatrix},$$

a rank two perturbation of a strictly upper triangular matrix. Just consider as, given $P$, the information required for the inversion of this class of pentadiagonal matrices is contained in the matrices $M_{21}$ and $U^{-1}$. From these matrices, we can obtain the inverse using (1).

2.1 Computing the determinant in $O(n)$ times

Proposition 1 Let $P$ a $n \times n$ ($n \geq 6$) nonsingular pentadiagonal matrix having nonzero entries on its second subdiagonal. Then, $\det P$ can be computed in $O(n)$ times by

$$\det P = \left( \prod_{k=1}^{n-2} p_{k+2,k} \right) \det \begin{pmatrix} C_{1,n-1}^* & C_{2,n-1}^* \\ C_{1,n}^* & C_{2,n}^* \end{pmatrix},$$

(2)
where the $C_{ji}^*$ are cofactors of the matrix $P^* = P \cdot \text{diag}\left(\frac{1}{p_{11}}, \frac{1}{p_{42}}, \ldots, \frac{1}{p_{n,n-2}}, 1, 1\right)$.

**Proof.** It is a consequence of the formula $\det P = (\prod_{k=1}^{n-2} p_{k+2,k}) \cdot X_n'$ given in [3].

Here, we have chosen the transposed matrix because the determinant is the same. From the recurrences (5) and (6) given in [3] taking the transposes, we observe that $X_n' = \det\begin{pmatrix} (-1)^n C_{1,n}^* & (-1)^{n-1} C_{1,n-1}^* \\ (-1)^{n-1} C_{2,n}^* & (-1)^n C_{2,n-1}^* \end{pmatrix} = \det\begin{pmatrix} C_{1,n-1}^* & C_{2,n-1}^* \\ C_{1,n}^* & C_{2,n}^* \end{pmatrix}$, where the given cofactors of $P^*$ are involved.

Note also that $\det P^* = \det\begin{pmatrix} C_{1,n-1}^* & C_{2,n-1}^* \\ C_{1,n}^* & C_{2,n}^* \end{pmatrix}$, where the cofactors are related with determinants of sparse upper Hessenberg matrices and with ones on their subdiagonal. Therefore, such determinants can be computed with complexity $O(n)$. ■

Given $P$ we require as main cost $13n + O(1)$ quotients and products for obtaining $\det P$; $5n$ operations for computing $P^*$ and $8n$ operations for computing the cofactors from (2).

In Table 1 we compare with the built-in routine of Matlab® commercial package det(), and the Sogabe algorithm [5], for a current matrix $P$ with entries $p_{i,j} = 1$, for $|i - j| \leq 2$, and $p_{i,j} = 0$ otherwise. Sogabe algorithm breaks down because some principal submatrices are singular. Our procedure also works with singular pentadiagonal matrices with non zero entries in the second subdiagonal.

### 2.2 Computing the inverse in $O(n^2)$ times

The procedure derived from Proposition 1 can be used to obtain the matrices $M_{21}$ and $U^{-1}$, containing all the information of the inverse matrix $P^{-1}$. It is not difficult to observe that $M_{21} = \frac{1}{\det P} \begin{pmatrix} C_{1,n-1}^* & C_{2,n-1}^* \\ C_{1,n}^* & C_{2,n}^* \end{pmatrix}$ and $U^{-1} = \frac{1}{\det P^*} \begin{pmatrix} C_{1,n-1}^* & C_{2,n-1}^* \\ C_{1,n}^* & C_{2,n}^* \end{pmatrix}$. Thus we can obtain $M_{21}$ with complexity $O(n)$. Also $U^{-1}$ can easily be obtained from the matrix $P^*(3 : n, 1 : n - 2)$. By reason of the sparsity and the ones on the main diagonal of such matrix, we can obtain $U^{-1}$ with reasonable accuracy in $O(n^2)$ times. That is, given $P^*(3 : n, 1 : n - 2)$ in $O(n)$ times, the main cost for obtaining $U^{-1}$ is $2n^2 - 10n + 2$ products. With $M_{21}$, $U^{-1}$, and the matrix operations from (1), we supply the inverse in $O(n^2)$ times.

### 3 Nonsingular pentadiagonal matrices: the general setting.

For general $n \times n$ ($n \geq 5$) nonsingular pentadiagonal matrices, we assume a $2 \times 2$ block structure $P = \begin{pmatrix} R & 0 \\ H & C \end{pmatrix}$. Here $R$ is a $1 \times n - 1$ row, and $C$ a $n - 1 \times 1$ column matrix. $H$ is an $n - 1 \times n - 1$ reduced upper Hessenberg matrix. The unreduced case is also applicable, but it is efficiently handled in Section 2.
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<table>
<thead>
<tr>
<th>Order</th>
<th>Matlab® ET</th>
<th>Proposed ET</th>
<th>Matlab® value</th>
<th>Proposed value</th>
<th>Sogabe</th>
</tr>
</thead>
<tbody>
<tr>
<td>27</td>
<td>0.96e-04</td>
<td>0.68e-04</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
<tr>
<td>34</td>
<td>2.33e-04</td>
<td>1.22e-04</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
<tr>
<td>41</td>
<td>1.75e-04</td>
<td>0.90e-04</td>
<td>1</td>
<td>1</td>
<td>NaN</td>
</tr>
<tr>
<td>48</td>
<td>2.57e-04</td>
<td>1.22e-04</td>
<td>0</td>
<td>0</td>
<td>NaN</td>
</tr>
<tr>
<td>55</td>
<td>2.03e-04</td>
<td>0.89e-04</td>
<td>1</td>
<td>1</td>
<td>NaN</td>
</tr>
</tbody>
</table>

Table 1: Values given by the algorithms for elapsed times (ET) and the determinant of a pentadiagonal matrix $P$ with entries $p_{i,j} = 1$, for $|i - j| \leq 2$, and $p_{i,j} = 0$ otherwise.

With $H$ reduced, we take the factorizations $P = \begin{pmatrix} 1 & 0^T_{n-1} \\ 0_{n-1} & H \end{pmatrix} \begin{pmatrix} R \\ I_{n-1} \end{pmatrix} \begin{pmatrix} 0 \\ H^{-1}C \end{pmatrix}$ for $H$ nonsingular, and $P = \begin{pmatrix} 1 & 0^T_{n-1} \\ 0_{n-1} & H^* \end{pmatrix} \begin{pmatrix} R \\ U^* \end{pmatrix} \begin{pmatrix} 0 \\ H^{-1}C \end{pmatrix}$ for $H$ singular. We can choose $H = H^* \cdot U^*$ in the singular case, with $H^*$ nonsingular with the same lower half and diagonal than $H$. Then, the upper triangular matrix $U^*$ must be singular. In both factorizations the component matrices are nonsingular upper Hessenberg matrices. From such decompositions based on upper Hessenberg matrices, the determinant and inverse of $P$ can be computed taking advantage of the low rank structure of such matrices; see [1].
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Abstract

Adequate conditions, using a known result on a class of finite Hessenberg matrices, are here proposed to make available finite, and infinite, matrices as a rank one perturbation of strictly upper triangular matrices $UV + T$. Some characterizations on such matrices for generating orthogonal polynomial sequences are also considered.
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1 Introduction

The orthogonal polynomials, [7] are currently applied in many branches of science and engineering. They have a determinantal representation, involving particular Hessenberg matrices. A characterization for the nonsingular unreduced Hessenberg matrices in the finite case is related with the particular structure of its inverse matrix, [5, 6]. Such inverse is a rank one perturbation of a triangular matrix $UV + T$. Matrix $T$ is triangular, $U$ is a column vector, and $V$ is a row vector. Some conditions on their entries must be accomplished. In this work we want to obtain the unreduced Hessenberg matrix $D$, or the Jacobi matrix in the symmetric case, and related with sequence of orthogonal polynomials, by inverting an adequate matrix, without invoking the matrix derived from the dot product. The moment problem is no considered. Hence, we only need two adequate sequences $\{U\}$ and $\{V\}$, and
an associated upper triangular matrix $T$, so that the matrix to be inverted is $UV + T$. From the characteristics of $U$, $V$, and $T$, not only algebraic conditions can be obtained, but some other analytical and topological properties. Therefore, we propose the new tool with some algebraic results, and some other possible connections remaining as open lines. Nevertheless, the final task could be about the conditions on $\{U\}$, $\{V\}$, and $T$, so that the inverse of the matrix $UV + T$ be a subnormal operator.

1.1 Unreduced Hessenberg matrices with a finite order

We extend and adapt here to upper Hessenberg matrices $H$; i.e. $h_{ij} = 0$ for $i \geq j + 2$, a well-known lemma, [5]. We also recall that an upper Hessenberg matrix $H = (h_{ij})_{i,j=1}^{n}$ having nonzero entries in its subdiagonal, $h_{i+1,i} \neq 0$, and $i = 1, 2, ..., n - 1$, is an unreduced upper Hessenberg matrix.

**Lemma 1** A nonsingular matrix $H = (h_{ij})_{1 \leq i,j \leq n}$ is unreduced upper Hessenberg if and only if its inverse matrix has the structure $B = UV + T$, being $U$ a column matrix with nonzero $n$-th component, $V$ is a row matrix with nonzero 1-st component, and $T$ is strictly upper triangular having null entries in the main diagonal and nonzero entries in the super-diagonal, $t_{i,i+1} = \frac{1}{h_{i+1,i}}, i = 0, 1, ..., n - 1$.

**Proof.** First, we assume that $H$ is an unreduced upper Hessenberg matrix. A direct computation of its inverse $H^{-1}$ using the cofactor matrix gives, for $i \geq j$,

$$b_{ij} = \frac{\text{Adj}(j,i)}{|H|} = \frac{(-1)^{i+j} H^{-1}_{j-i}}{|H|} \begin{bmatrix} D & E \\ F & G \\ 0 & H^{-1}_{n-i} \end{bmatrix} = \frac{(-1)^{i+j}}{|H|} |H_{j-1}[h_{j+1,j} \cdots h_{i-1,i}]| H^{-1}_{n-i} =$$

$$= \frac{(-1)^{i-1}}{|H|} |H^{-1}_{n-i}| \begin{bmatrix} 1 \\ h_{i+1,i} \cdots h_{n,n-1} \end{bmatrix} \cdot (-1)^{j-1} |H_{j-1}[h_{j+1,j} \cdots h_{n,n-1}]|,$$

with $|H_{j-1}|$ the $j-1$ left principal minor and $|H^{-1}_{n-i}|$ the $n-i$ right principal minor from the matrix $H$. Matrix $F$ is a triangular one, containing on its diagonal entries from the subdiagonal of $H$. If we define

$$u_{i} = \frac{(-1)^{i-1}}{|H|} |H^{-1}_{n-i}| \begin{bmatrix} 1 \\ h_{i+1,i} \cdots h_{n,n-1} \end{bmatrix} \quad \text{and} \quad v_{j} = (-1)^{j-1} |H_{j-1}[h_{j+1,j} \cdots h_{n,n-1}]|$$

we have $b_{ij} = u_{i}v_{j}, i \geq j$. Taking the conventions $|H_{0}| = 1$ and $|H^{-1}_{0}| = 1$, we observe that $v_{1}$ and $u_{n}$ are nonzero entries. This fact about the lower half of $B$ gives us the adequate
Hence,

\[
B = \begin{pmatrix}
  u_1 & \cdots & v_1 \\
  u_2 & \cdots & v_2 \\
  \vdots & \ddots & \vdots \\
  u_n & \cdots & v_n \\
\end{pmatrix}
\begin{pmatrix}
  b_{11} & b_{12} & \cdots & b_{1n} \\
  b_{21} & b_{22} & \cdots & b_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  b_{n1} & b_{n2} & \cdots & b_{nn} \\
\end{pmatrix}
= UV + T.
\]

Therefore, the last equality is obtained from the expression

\[
|UV + T| = \prod_{i=1}^{n-1} (b_{i,i+1} - u_iv_i + 1) = v_1u_n \prod_{i=1}^{n-1} (-t_{i,i+1}) = \frac{v_1u_n}{\prod_{i=1}^{n-1} (-h_{i,i+1})}.
\]

The last equality is obtained from the expression \(b_{i,i+1} = u_iv_i + 1,\) see [2], Proposition 2. Hence, \(t_{i,i+1} = \frac{1}{h_{i,i+1}} \neq 0.\)

Now we assume that \(H\) is the inverse matrix of a nonsingular matrix \(B = (b_{ij})\) as given in (1), with entries \(b_{ij} = u_jv_i,\) \(i \geq j,\) and \(b_{ij} = u_jv_i + t_{i,j},\) \(i < j,\) with \(1 \leq i, j \leq n.\) Also, \(t_{i,i+1} = \frac{1}{h_{i,i+1}}, h_{i,i+1} \neq 0, u_n \neq 0,\) and \(v_1 \neq 0.\) We note from (2) that \(|B|\) is independent of the entries \(b_{ij},\) and \(j - i \geq 2.\) The adjoints of these entries are null values, and the nonsingular matrix \(H = B^{-1}\) is upper Hessenberg. In addition, as \(B\) is nonsingular, its determinant \(|B| \neq 0,\) the \(t_{i,i+1} = \frac{1}{h_{i,i+1}} \neq 0,\) and \(H\) is unreduced.}

An equivalent lemma can be obtained for the lower Hessenberg matrices.
1.2 Unreduced tridiagonal matrices with a finite order

We recall that a tridiagonal matrix having nonzero entries in both the subdiagonal and the superdiagonal is called unreduced tridiagonal matrix. The following result is known [5].

**Lemma 2** A nonsingular matrix $T = (t_{ij})_{1 \leq i, j \leq n}$ is an unreduced tridiagonal matrix if and only if its inverse matrix $B = (b_{ij})$ has the entries:

$$b_{ij} = u_i v_j \quad \text{for } i \geq j, \quad b_{ij} = w_i t_j \quad \text{for } i < j,$$

and the entries $u_1, v_n, w_n$, and $t_1$ are nonzero.

**Proof.** As a tridiagonal matrix is at the same time lower and upper Hessenberg, this result is an immediate consequence from Lemma 1. ■

Trivially, $u_k v_k = w_k t_k$. If in addition the matrix is symmetric, $u_i = t_i$, and $v_j = w_j$.

**Example 1** From Lemma 1 on finite matrices, for the real symmetric tridiagonal matrix of an order $n$:

$$J_n = \begin{pmatrix} b & a & 0 & 0 & \cdots & 0 \\ a & b & a & 0 & \cdots & 0 \\ 0 & a & b & a & \cdots & 0 \\ 0 & 0 & a & b & \cdots & 0 \\ \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 0 & \cdots & b \end{pmatrix},$$

with $a > 0$, we obtain the matrix $B_n$:

$$B_n = \begin{pmatrix} \frac{|J_{n-1}|}{|J_n|} |J_0| & -a \frac{|J_{n-2}|}{|J_n|} |J_0| & a^2 \frac{|J_{n-3}|}{|J_n|} |J_0| & \cdots & (-a)^{n-1} \frac{|J_0|^2}{|J_n|} \\ -a \frac{|J_{n-2}|}{|J_n|} |J_0| & \frac{|J_{n-2}|}{|J_n|} |J_1| & -a \frac{|J_{n-3}|}{|J_n|} |J_1| & \cdots & (-a)^{n-2} \frac{|J_{0}| |J_1|}{|J_n|} \\ a^2 \frac{|J_{n-3}|}{|J_n|} |J_0| & -a \frac{|J_{n-3}|}{|J_n|} |J_1| & \frac{|J_{n-3}|}{|J_n|} |J_2| & \cdots & (-a)^{n-3} \frac{|J_{0}| |J_2|}{|J_n|} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ (-a)^{n-1} \frac{|J_0|}{|J_n|} |J_0| & (-a)^{n-2} \frac{|J_{1}|}{|J_n|} |J_1| & (-a)^{n-3} \frac{|J_{2}|}{|J_n|} |J_2| & \cdots & (-a)^{n-2} \frac{|J_{0}| |J_{n-1}|}{|J_n|} \end{pmatrix}.$$

Because for $n$ determined we expand the determinant $|J_n|$ by the first column, the involved determinants can easily be computed by the three-term recurrence:

$$|J_n| = b |J_{n-1}| - a^2 |J_{n-2}|.$$
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For the conditions of main interest, $b^2 - 4a^2 > 0$, we have

$$|J_n| = \frac{(b + \sqrt{b^2 - 4a^2})^{n+1} - (b - \sqrt{b^2 - 4a^2})^{n+1}}{2^{n+1}\sqrt{b^2 - 4a^2}},$$

that can trivially be obtained using induction.

Some methods for inverting finite tridiagonal matrices are available; see e.g. [1, 3].

2 Orthogonal polynomials and Hessenberg matrices

Let $\mu$ be a finite and positive Borel measure on a bounded domain of the complex plane. If we define the moments as $c_{ij} = \int_{\text{supp} \mu} z^i z^j d\mu(z)$, we have an hermitian definite positive (HDP) matrix $M = (c_{ij})_{i,j=0}^\infty$. If the measure lies on a subset of the real numbers, the moments are $S_{ij} = \int_{\text{supp} \mu} x^{i+j} d\mu(x)$, and $M = (S_{ij})_{i,j=0}^\infty$ is a Hankel matrix.

From a HDP matrix $M$, no necessarily a moment matrix, we can obtain a Hessenberg matrix $D$ associated to $M$. The finite sections of $D$ are $D_n = T_n^{-1} M' T_n^{-H}$; see [4]. As in the matrix sequence of increasing order $\{D_n\}_{n=1}^\infty$ each $D_n$ is principal submatrix of the following $D_{n+1}$, we can associate the infinite matrix $D$ with $M$. The upper Hessenberg matrix $D$ gives a large recurrence relation for generating the monic orthogonal sequence $\{P_n(z)\}_{n=0}^\infty$, where:

$$P_n(z) = |I_n z - D_n|.$$  \hspace{1cm} (4)

Hence, we can obtain $M$, $D$, and the monic orthogonal polynomial sequence no associated with measures. Nevertheless it has uniquely algebraic interest. In the case of the Jacobi matrix, $D = J$, it allows us the three-term recurrence relation.

2.1 Orthogonal polynomials on the real line

For the orthogonal polynomials sequences on the real line the matrix $D = J$ is the well-known Jacobi matrix,

$$J = \begin{pmatrix}
    b_0 & a_1 & 0 & \cdots \\
    a_1 & b_1 & a_2 & \cdots \\
    0 & a_2 & b_2 & \cdots \\
    \vdots & \vdots & \vdots & \ddots
\end{pmatrix},$$

with $b_i \in \mathbb{R}$ and $a_i > 0$. The Jacobi matrices $J$ have associated a well-known three-term recurrence relation that generates the orthogonal polynomial sequence.

We characterize the matrices $U$, $V$, and $T$ so that $J = (UV + T)^{-1}$. Note that the matrix $J$ is generated by two numerical sequences $(a_1, a_2, \cdots, a_n, \cdots)$, $(b_0, b_1, \cdots, b_n, \cdots)$. Because $J$ is symmetric, the real matrix $UV + T$ must also be symmetric. Then trivially,

$$t_{ij} = u_j v_i - u_i v_j.$$  \hspace{1cm} (5)
Therefore, the orthogonal polynomial sequences on the real line are given by the sequences \((u_1, u_2, u_3, \ldots)\) and \((v_1, v_2, v_3, \ldots)\), because the matrix \(T\) satisfies (5).

### 2.2 Relations between the finite sequence from \(J_n\) and \(B_n\).

**Proposition 1** Let \(J_n\) a real symmetric tridiagonal matrix generated by \((b_0, b_1, \ldots, b_{n-1})\) and \((a_1, a_2, \ldots, a_{n-1})\), with \(a_i > 0\). Then its inverse matrix is determined by the vectors \(U = (u_1, u_2, \ldots, u_n)\) and \(V = (v_1, v_2, \ldots, v_n)\) generated by the recurrence relations

\[
\begin{align*}
  v_1 &= 1, \\
  v_2 &= 1 - b_0v_1, \\
  v_j + 1 &= 1 - a_{j-1}v_{j-1} - b_{j-1}v_j, \\
  j &= 2, 3, \ldots, n - 1.
\end{align*}
\]

and the matrix \(T_n = (t_{ij})\) given by (5).

**Proof.** We take \(v_1 = 1\). The product of the first row of \(J_n\) by the first column of \(B_n\) gives:

\[
b_0u_1v_1 + a_1u_1u_2 = 1 \Rightarrow v_2 = \frac{1 - b_0v_1}{a_1}.
\]

The product of the \(j\)-th row of \(J_n\) by the \(j\)-th column of \(B_n\), with \(u_j \neq 0\), and \(a_j \neq 0\), gives:

\[
a_{j-1}u_jv_{j-1} + b_{j-1}u_jv_j + a_ju_jv_{j+1} = 1 \Rightarrow v_{j+1} = \frac{1 - a_{j-1}v_{j-1} - b_{j-1}v_j}{a_j},
\]

Hence, the entries \(v_j\) from \(V\) can recursively be computed from \(v_1\) and \(v_2\).

Solving \(u_n\) from (2), and taking into consideration that \(v_1 = 1\) and \(b_{i,i+1} - u_i v_{i+1} = t_{i+1,i}\), we have

\[
u_n = \frac{(-1)^{n+1}[a_1a_2 \ldots a_{n-1}]}{|J_n|}.
\]

The product of the first row of \(B_n\) by the last column of \(J_n\) gives:

\[
u_{n-1}a_{n-1} + u_nb_{n-1} = 0 \Rightarrow u_{n-1} = \frac{-b_{n-1}u_n}{a_{n-1}} = \frac{(-1)^n[a_1a_2 \ldots a_{n-2}]}{|J_n|}b_{n-1}.
\]

The product of the first row of \(B_n\) by the \(i\)-th column of \(J_n\) gives:

\[
u_{i-1}a_{i-1} + u_ib_{i-1} + u_{i+1}a_i = 0 \Rightarrow u_{i-1} = \frac{-b_{i-1}u_i - a_{i}u_{i+1}}{a_{i-1}}.
\]

Hence, the entries \(u_i\) of \(U\) are recursively computed from \(u_n\) and \(u_{n-1}\). The matrix \(T_n\), with entries given by (5), is required so that \(B_n\) be a symmetric matrix. \(\blacksquare\)
Proposition 2
Given $B_n = (b_{ij})_{i,j=1}^n$ with the structure $UV + T$, and the $t_{ij}$ satisfying (5). Then its inverse matrix, symmetric and tridiagonal, $J_n$ is defined by the sequences $\{b_{i}\}_{i,j=1}^n$ and $\{a_{i}\}_{i,j=1}^n$, $a_i > 0$. Moreover, such sequences satisfy the recursive relations:

$$a_i = \frac{1}{u_{i+1}v_i - u_i v_{i+1}}, \quad b_i = \frac{1 - a_i u_{i+1} - a_{i+1} u_{i+1} v_{i+1}}{u_{i+1} v_i}.$$ (7)

Proof. The entries on the subdiagonal from $J_n$ are the reciprocal of the correspondent entries on the superdiagonal from the matrix $T$, and its value is given by (5). Hence:

$$a_i = h_{i+1,1} = \frac{1}{t_{i,i+1}} = \frac{1}{u_{i+1} v_i - u_i v_{i+1}}.$$ 

Known the $a_i$, we can obtain the $b_i$ considering the product of the $i$-th row of $J_n$ by the $i$-th column of $B_n$:

$$a_i u_{i+1} + b_i u_{i+1} v_{i+1} + a_{i+1} u_{i+1} v_{i+1} = 1 \implies b_i = \frac{1 - a_i u_{i+1} - a_{i+1} u_{i+1} v_{i+1}}{u_{i+1} v_i}.$$ 

3 Consistency of the finite Hessenberg matrices

We consider now finite nonsingular $n \times n$ matrices $B$ with the same structure $B = UV + T$, i.e. a rank one perturbation of a tridiagonal matrix with null diagonal and full positive superdiagonal, with the conditions $u_k \neq 0$, $\forall k = 1, 2, ..., n$ and $v_1 \neq 0$. The principal sections $B_1, B_2, ..., B_n$ of $B$, have also the same structure $UV + T$. Then, their inverses are also unreduced upper Hessenberg matrices with positive subdiagonal.

The natural question about the construction of such sections of the Hessenberg matrix $H$ is related with the consistency, if $H_k$ is a principal submatrix of $H_{k+1}$. This is no true because the last column of $H_k$ is different than the correspondent column in $H_{k+1}$. Nevertheless, it is true that

$$(H_k)_{k-1} = (H_{k+1})_{k-1}.$$ 

That is, when deleting the last column and row of $H_k$, and the two last columns and rows of $H_{k+1}$, the resulting matrices are the same. In the following theorem is shown that this matrix sequence $\{H_k\}$ is consistent. The matrix $H$ can be built by sections.

Theorem 1
Given the $n \times n$ matrix $B$ with the structure $UV + T$, $u_k \neq 0$, $\forall k = 1, 2, ..., n$ and $v_1 \neq 0$. When the $H_k$, principal sections of the matrix $B^{-1}$, and their inverses are considered, the sequence of the inverses $\{H_k\}$ is consistent. That is, each matrix contains the entries of the previous one, with the exception of its last row and column, and satisfying $$(H_k)_{k-1} = (H_{k+1})_{k-1}, \forall k = 2, 3, ..., n - 1.$$
Proof. Let $B_k$ be the $k$-th section of $B$, and $H_k$ the inverse matrix of $B_k$. In order to demonstrate the consistency of $H_k$, we assume the following block partition for the $B_k$,

\[
\begin{pmatrix}
    u_1 v_1 & u_1 v_2 + t_{12} & u_1 v_3 + t_{13} & u_1 v_4 + t_{14} & \cdots & u_1 v_{k-1} + t_{1,k-1} & u_1 v_k + t_{1k} \\
    u_2 v_1 & u_2 v_2 + t_{23} & u_2 v_3 + t_{24} & u_2 v_4 + t_{25} & \cdots & u_2 v_{k-1} + t_{2,k-1} & u_2 v_k + t_{2k} \\
    u_3 v_1 & u_3 v_2 & u_3 v_3 + t_{34} & u_3 v_4 + t_{35} & \cdots & u_3 v_{k-1} + t_{3,k-1} & u_3 v_k + t_{3k} \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    u_{k-1} v_1 & u_{k-1} v_2 & u_{k-1} v_3 & u_{k-1} v_4 & \cdots & u_{k-1} v_{k-1} & u_{k-1} v_k + t_{k-1,k} \\
    u_k v_1 & u_k v_2 & u_k v_3 & u_k v_4 & \cdots & u_k v_{k-1} & u_k v_k 
\end{pmatrix}
\]

and for

\[
H_k = \begin{pmatrix}
    h_{11} & h_{12} & h_{13} & h_{14} & \cdots & h_{1,k-1} & h_{1k} \\
    h_{21} & h_{22} & h_{23} & h_{24} & \cdots & h_{2,k-1} & h_{2k} \\
    0 & h_{32} & h_{33} & h_{34} & \cdots & h_{3,k-1} & h_{3k} \\
    \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & 0 & 0 & \cdots & h_{k-1,k-1} & h_{k-1,k} \\
    0 & 0 & 0 & 0 & \cdots & h_{k,k-1} & h_{kk}
\end{pmatrix}.
\]

The product $B_k H_k$ accomplishes:

\[
B_k H_k = \begin{pmatrix}
    B_{11} & B_{12} \\
    B_{21} & B_{22}
\end{pmatrix}
\begin{pmatrix}
    H_{11} & H_{12} \\
    H_{21} & H_{22}
\end{pmatrix}
= \begin{pmatrix}
    I_{k-1} & 0 \\
    0 & 1
\end{pmatrix},
\]

and we derive:

\[
B_{11} H_{11} + B_{12} H_{21} = B_{11} H_{11} + \begin{pmatrix}
    u_1 v_k + t_{1k} \\
    u_2 v_k + t_{2k} \\
    u_3 v_k + t_{3k} \\
    \vdots \\
    u_{k-1} v_k + t_{k-1,k}
\end{pmatrix} \begin{pmatrix}
    0 & 0 & 0 & 0 & \cdots & h_{k,k-1}
\end{pmatrix}
= B_{11} H_{11} + \begin{pmatrix}
    0 & 0 & \cdots & 0 & (u_1 v_k + t_{1k}) h_{k,k-1} \\
    0 & 0 & \cdots & 0 & (u_2 v_k + t_{2k}) h_{k,k-1} \\
    0 & 0 & \cdots & 0 & (u_3 v_k + t_{3k}) h_{k,k-1} \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 0 & (u_{k-1} v_k + t_{k-1,k}) h_{k,k-1}
\end{pmatrix}
= I_{k-1}.
\]

Taking the $(k-2)$-th section from these matrices of order $k-1$, in order to avoid the nonzero column, we have:

\[
(B_{11} H_{11} + B_{12} H_{21})_{(k-2),k-2} = (B_{11} H_{11})_{(k-2),k-2} = I_{k-2}.
\]

Since the matrix $H_{11}$ is upper Hessenberg:

\[
(B_{11})_{(k-2),k-2} (H_{11})_{k-2,k-2} = (B_{11} H_{11})_{(k-2),k-2} = I_{k-2}, \quad k = 3, 4, \ldots, n.
\]
From this result, we finally obtain, \((H_k)_{k-1} = ((B_k)^{-1})_{k-1} = (H_n)_{k-1}\). ■

This result aim us to define a matrix sequence \(\{H_k\}_{k=1}^n\) with an increasing order, where each matrix is a principal submatrix of the following matrices in the sequence, i.e. allows us to define the matrix \(H_n = (h_{ij})_{i,j=1}^n\) associated to the matrix \(B\). This possibility could be many applications in the case of infinite matrices.

**Example 2** Given the upper Hessenberg matrix of order 6:

\[
D = \begin{pmatrix}
2 & 1 & 0 & 0 & 0 & 1 \\
1 & 2 & 1 & 0 & 0 & 3 \\
0 & 1 & 2 & 1 & -1 & 0 \\
0 & 0 & 1 & 2 & 1 & 0 \\
0 & 0 & 0 & 1 & 2 & 1 \\
0 & 0 & 0 & 0 & 1 & 2
\end{pmatrix}
\]

with inverse matrix:

\[
B = \begin{pmatrix}
5/6 & -2/3 & 1/2 & -1/3 & 1/6 & 1/2 \\
-1/2 & 1 & -1/2 & 0 & 1/2 & -3/2 \\
2/3 & -4/3 & 2 & -5/3 & 4/3 & 1 \\
-1/2 & 1 & -3/2 & 2 & -3/2 & -1/2 \\
1/3 & -2/3 & 1 & -4/3 & 5/3 & 0 \\
-1/6 & 1/3 & -1/2 & 2/3 & -5/6 & 1/2
\end{pmatrix}
\]

Taking the sections \(B_2, B_3, B_4\) and \(B_5\) of the matrix \(B\), and inverting such matrices, we have:

\[
D_2 = \begin{pmatrix}
2 & 4/3 \\
1 & 5/3
\end{pmatrix}, \quad D_3 = \begin{pmatrix}
2 & 1 & -1/4 \\
1 & 2 & 1/4 \\
0 & 1 & 3/4
\end{pmatrix}
\]

\[
D_4 = \begin{pmatrix}
2 & 1 & 0 & 1/3 \\
1 & 2 & 1 & 1 \\
0 & 1 & 2 & 5/3 \\
0 & 0 & 1 & 4/3
\end{pmatrix}, \quad D_5 = \begin{pmatrix}
2 & 1 & 0 & 0 & -1/2 \\
1 & 2 & 1 & 0 & -3/2 \\
0 & 1 & 2 & 1 & -1 \\
0 & 0 & 1 & 2 & 1 \\
0 & 0 & 0 & 1 & 3/2
\end{pmatrix}
\]

We can observe that \((D_3)_1 = (D_2)_1\), \((D_4)_2 = (D_3)_2\), \((D_5)_3 = (D_4)_3\). It is the recursive form to generate the matrix \(D\).

### 4 Matrices U, V and T in terms of orthogonal polynomials

Let \(M\) be an infinite HDP matrix and let \(D\) be the associated Hessenberg matrix. The \(\{P_n(z)\}\) are the monic polynomials, the \(\{p_n(z)\}\) the normalized polynomials, and \(\{P_n^{(j)}(z)\}\),
\( n > j, P^{(j)}_0(z) = 1 \), be the associated monic polynomials, defined by \( P^{(j)}_{n-j}(z) = |I_{n-j}z - P^{(j)}_{n-j}| \), where \( D^{(j)}_{n-j} \) is the matrix of order \( n - j \). This matrix results when deleting the \( j \) first rows and columns of the matrix \( D_n \). Also, let \( \{P^{(j)}_{n-j}(z)\} \) be the normalized associated polynomials, see [7], where the normalization considered for the monic polynomials is given by formula \( p^{(j)}_{n-j}(z) = \frac{P^{(j)}_{n-j}(z)}{|D_{n+1,j+1} - D_{n+1,n}|} \), \( n > j, \quad p^{(j)}_0 = 1 \). For \( j = 0 \), this normalization is also adequate for the polynomials \( p_n(z) \). The \( n \)-th resolvent matrix is defined as \( (I_nz - D_n)^{-1} \), \( \forall z \in \mathbb{C} \setminus \{z : p_n(z) = 0\} \).

**Theorem 2** The finite resolvent matrices associated to matrix \( D \) are given by

\[
(I_nz - D_n)^{-1}[i,j] = \begin{cases} 
\frac{1}{d_{i+1,i}} \frac{p_{j-1}(z)p^{(i)}_{n-i}(z)}{p_n(z)}, & \text{if } j \leq i, \\
\frac{1}{d_{i+1,i}} \left[ \frac{p_{j-1}(z)p^{(i)}_{n-i}(z)}{p_n(z)} - p^{(i)}_{j-i-1}(z) \right], & \text{if } j > i.
\end{cases}
\]

**Proof.** We must multiply \( I_nz - D_n \) by \( (I_nz - D_n)^{-1} \), and we have \( I_n \). For this task, it is sufficient multiply the \( i \)-th row of \( I_nz - D_n \) by the \( i \)-th column of \( (I_nz - D_n)^{-1} \). Using formulas of the large recurrence relation satisfied for the associated polynomials, we obtain that this product is 1. Also we multiply the \( i \)-th row of first matrix by the \( j \)-th column, \( i \neq j \), of the second matrix. In a similar way, we obtain that this product is 0. \( \blacksquare \)

### 4.1 A method to compute the inverses of finite Hessenberg matrices

Taking \( z = 0 \) in expression (8), with \( i \) and \( j \) determined, the left side is a number with a minus sign. Multiplying by \(-1\) in both sides, we have

\[
D^{-1}_n[i,j] = \begin{cases} 
-\frac{1}{d_{i+1,i}} \frac{p_{j-1}(0)p^{(i)}_{n-i}(0)}{p_n(0)}, & \text{if } j \leq i, \\
-\frac{1}{d_{i+1,i}} \frac{p_{j-1}(0)p^{(i)}_{n-i}(0)}{p_n(0)} + \frac{1}{d_{i+1,i}} p^{(i)}_{j-i-1}(0), & \text{if } j > i.
\end{cases}
\]

As a consequence, if the polynomials are known, we can compute the inverse of the matrix \( D_n \) with this method. It is an alternative to the method given in Lemma 1. Finally, we give a numerical example of computation of the inverse matrix from the polynomial sequence.

**Example 3** Let be the tridiagonal matrix \( J_n = \begin{pmatrix} 2 & 1 & 0 \\
1 & 2 & 1 \\
\vdots & \ddots & \ddots \end{pmatrix} \), where, as \( d_{i+1,i} = 1 \), the norm of monic polynomials is 1 and \( p_n(z) = P_n(z) \). The determinants \( |J_n| = n+1 \) are
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obtained by induction. The polynomials for $z = 0$ are $p_n(0) = (-1)^n(n + 1)$. The associated polynomials are the same than the general polynomials because the matrix is Toeplitz. Then, the inverse matrix results as $J^{-1} = UV + T$, with

\[
U = \begin{pmatrix}
\frac{n+1}{n+1} \\
\frac{n}{n+1} \\
\frac{n-2}{n+1} \\
\vdots \\
(-1)^{n-1} \frac{1}{n+1}
\end{pmatrix}, \quad V = (1 \quad -2 \quad 3 \quad -4 \quad \cdots \quad (-1)^{n-1} n),
\]

and the matrix $T = \begin{pmatrix}
0 & 1 & -2 & 3 & -4 & \cdots & (-1)^{n-1}(n - 2) \\
0 & 0 & 1 & -2 & 3 & \cdots & (-1)^{n-2}(n - 3) \\
0 & 0 & 0 & 1 & -2 & \cdots & (-1)^{n-3}(n - 4)
\end{pmatrix}$.

Note that, when $n$ tends to $\infty$, the vector $U$ will be $U = (1 \quad -1 \quad 1 \quad -1 \quad 1 \quad \cdots)^T$, and the inverse matrix obtained, inverse of the infinite matrix $J$, is

\[
J^{-1} = \begin{pmatrix}
1 & -1 & 1 & -1 & 1 & \cdots \\
-1 & 2 & -2 & 2 & -2 & \cdots \\
1 & -2 & 3 & -3 & 3 & \cdots \\
-1 & 2 & -3 & 4 & -4 & \cdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots
\end{pmatrix} = ((-1)^{i+j} \min\{i, j\})_{i, j = 1}^\infty,
\]

as it is easy to verify doing the products $BJ = JB = I$.

5 Conclusions

A new method to generate Hessenberg matrices with positive subdiagonal has been proposed. That is, a method to obtain orthogonal polynomial sequences. We have studied the conditions on $U$, $V$, and $T$ in order to have an associated symmetric tridiagonal Jacobi matrix $D$. Basically, $T$ must verify $t_{ij} = u_j v_i - u_i v_j$. The conditions for matrix $D$ will be an upper Hessenberg matrix, no Jacobi tridiagonal, are $t_{ij} \neq u_j v_i - u_i v_j$. The determination of conditions on $U$, $V$, and $T$ that allow us know when the associated matrix $D$ be a solution of a moment problem, i.e. the study of subnormality of matrix $D$, remains as an open problem.
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Abstract

The advent of emergent SoCs and MPSoCs opens a new era on the small mobile devices (Smartphones, Tablets, ...) in terms of computing capabilities and applications to be addressed. The efficient use of such devices, including the parallel power, is still a challenge for general purpose programmers due to the very high learning curve demanding very specific knowledge of the devices. While some efforts are currently being made, mainly in the scientific scope, the scenario is still quite far from being the desirable for non-scientific applications where very few of them take advantage of the parallel capabilities of the devices. We propose ParallDroid (Framework for Parallelism in Android), a parallel development framework oriented to general purpose programmers for standard mobile devices. ParallDroid presents a programming model that unifies the different programming models of Android. The user just implements a Java application and introduces a set of ParallDroid annotations in the sections of code to be optimized. The ParallDroid system automatically generates the native C, OpenCL or Renderscript code for the annotated section. The ParallDroid transformation model involves source-to-source transformations and skeletal programming.

Key words: SoC, android, source to source translator.

1 Introduction

SoCs (Systems on Chip [1]) have been the enabling technology behind the evolution of many of today’s ubiquitous technologies, such as Internet, mobile wireless technology, and high definition television. The information technology age, in turn, has fuelled a global communications revolution. With the rise of communications with mobile devices, more computing power has been put in such systems. The technologies available in desktop computers are now implemented in embedded and mobile devices. We find new processors...
with multicore architectures and GPUs developed for this market like the Nvidia Tegra [2] with two and five ARM cores and a low power GPU, and the OMAP™5 [3] platform from Texas Instruments that also goes in the same direction.

On the other hand, software frameworks have been developed to support the building of software for such devices. The main actors in this software market have their own platforms: Android [4] from Google, iOS [5] from Apple and Windows phone [6] from Microsoft are contenders in the smartphone market.

Conceptually, from the architectural perspective, the model can be viewed as a traditional heterogeneous CPU/GPU with a unified memory architecture, where memory is shared between the CPU and GPU and acts as a high bandwidth communication channel. In the non-unified memory architectures, it was common to have only a subset of the actual memory addressable by the GPU.

Under this scenario, we find a strong divorce among traditional mobile software developers and parallel programmers, the first tend to use high level frameworks like Eclipse for the development of Java programs, without any knowledge of parallel programming (Android: Eclipse + Java, Windows: Visual Studio + C#, IOS: XCode + Objective C), and the latter that use to work on Linux, doing their programs directly in OpenCL closer to the metal. The former take the advantage of the high level expressiveness while the latter assume the challenge of high performance programming. The work developed in this paper tries to bring these to worlds.

We propose the ParallDroid system, a development framework that allows for the automatic development of Renderscript, native C or OpenCL code for mobile devices (Smartphones, Tablets, ...). The developer fills and annotate the code that wants to execute in parallel. Annotations used are an extension of OpenMP [7]. ParallDroid uses the information provided in this annotations to generate a new parallel program that incorporates the code sections to run over mobile device.

The advantages of this approach are well known:

- Increased use of the parallel devices by non-expert users
- Rapid inclusion of emerging technology into their systems
- Delivery of new applications due to the rapid development time
- Unifies the different programming models of Android

To validate the performance of the code generated by our framework, we consider five different applications, transform a image to grayscale, convolve 3x3 and 5x5, levels and a general convolve implementation. In all cases, we implemented five versions of code, the ad-hoc version from a Java developer, ad-hoc native C implementation, ad-hoc Renderscript implementation, and the versions generated by paralldroid, generated native C code and
generated renderscript code. We execute these problems over two SoCs devices running Android, a Samsung Galaxy SIII and an Asus Transformer Prime TF201.

The computational experience performed on five different problems prove that the results are quite promising. The computational experience proved that ParallDroid offers good performances with a very low cost of development where the parallelism is hidden to the sequential developer. As expected, the renderscript versions improve to the Java implementation so, ParallDroid is an useful tool for the automatic generation of the renderscript code. ParallDroid also contributes to increase the productivity in the parallel developments due to the low effort required.
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Abstract

Dengue fever dynamics are well known to be particularly complex with large fluctuations of disease incidence. Mathematical models describing the transmission of dengue viruses need to be parametrized on data referring to incidence of disease in order to be used as a predictive tool to evaluate the introduction of intervention strategies like vector control and vaccination. For Thailand, two different sources of the long-term empirical dengue data (1980-2012) are available and consists of monthly incidences of hospital admission cases, the hard copy (HC) data from 1980-2005 and the electronic files (EF) from 2003 to present, where the clinical classification of the disease are notified using separate files. By gathering, cross-checking and analyzing the overlapping epidemiological years of the data (2003-2005) we observed a considerable underestimation of dengue cases in Thailand during the transition HC-EF, which affects considerably the model development, interpretation and its correct application.

Key words: Dengue fever, data analysis, modeling

1 Introduction

It is estimated that every year there are 70 – 500 million dengue infections, 36 million cases of dengue fever (DF) and 2.1 million cases of dengue hemorrhagic fever (DHF) and dengue shock syndrome (DSS), with more than 20,000 deaths per year [2, 1]. In many countries in Asia and South America DF and DHF/DSS has become a substantial public health concern leading to serious social-economic costs. Over the past 50 years, the number of infected patients (DF/DHF/DSS) has been rising steadily. There is no specific treatment for dengue, and a vaccine which simulates a protective immune response to all four serotypes is not yet available. Tetravalent vaccines are under investigation and besides the relatively slow progress in the development of the dengue virus vaccine, a tetravalent live attenuated vaccine and a live chimeric virus vaccine are presently going through Phase III trials [3, 4].
The Thai word used to describe dengue illness refers to fever with blood leakage (kāi lēuāt òk, the English pronunciation of the Thai language), which was later on possibly written and translated according to each one of the possible clinical manifestation of the disease, as it follows: (I) kāi lēuāt òk deeng gée or code 26, to describe DHF, however it is unusual to be found in the Thai documents, where the simplification kāi lēuāt òk is mostly used. The DHF cases may evolve towards a collection of symptoms with hemorrhagic fever leading to shock or DSS, in Thai (II) glüm aa-gaan kāi lēuāt òk chök or code 27. The classic dengue or DF, a non-fatal form of illness classically defined as a fever caused by a dengue virus (which is rarely associated with blood leakage), is traditionally written as kāi lēuāt òk but could be eventually written as (III) kāi deeng gée or code 66.

Dengue dynamics is well known to be particularly complex with large fluctuations of disease incidences. The long-term incidence dengue data in Thailand have been continually used, among theoretical epidemiologists and modelers, to describe the dynamics of dengue epidemics. Up to now, 33 years of dengue illness incidence data are available and have been continually used, as for example in [5, 6, 18, 8, 9], to parametrize mathematical models as a tool to predict and control the disease.

From 1980 to 2005 the aggregated data, presented as “DHF-Total”, have been publicly distributed as a hard copy (HC) book format through the Bureau of Epidemiology Annual Epidemiological Surveillance Report [21]. Starting in 2003, the disease was notified using separate electronic files (EF) for each one of the possible clinical classification. By gathering, cross-checking and analyzing the overleaping data (2003-2005) it was observed that the sum of all clinical cases of the disease (DF+DHF+DSS) gives rise to the DHF-Total incidence data in Thailand. The English translation of the Thai documents still causes confusion when interpreting the data, and for modeling purposes it leads to a significant underestimation of the real number of dengue cases in Thailand. From 2003 on, only the clinical classification of DHF cases have been counted whereas the DF and DSS cases were neglected. Such data cross-checking was carried out for all Provinces in Thailand showing the same results.

In Fig. 1A we present the official monthly incidence of dengue illness in Thailand for both sources of the 2003 overlapping data, the HC [21] and the EF separate files for each disease clinical classification. We list the given numbers for DHF-Total, DF, DHF and DSS respectively and observe that the number of cases classified clinically as DHF differs considerably from the numbers presented as DHF-Total in [21]. When taking into account also the number of cases for DF and DSS we clearly see that the final numbers matches the original data collection of DHF-Total cases. For the epidemiological years of 2004 and 2005, the results were exactly the same (see Fig. 1B-C, and the underestimation of dengue cases is increasing rapidly as shown in Fig. 1D.

This underestimation is strongly associated with the English translation and misinterpretation of the Thai documents, generating an inexact continuous time series to be used for modeling purposes, affecting considerably the model development, interpretation and its correct application.
Figure 1: Thailand DHF-Total data comparison between the HC book and EF for each clinical classification DF, DHF and DSS. In A) 2003 epidemiological year, in B) 2004 epidemiological year and in C) 2005 epidemiological year. In D) from 2003 to present, Thailand underestimation of dengue cases.
2 Compartmental models applied to dengue fever

Almost all mathematical models for infectious diseases start from the same basic premise: that the population can be subdivided into a set of distinct classes. The most commonly used framework for epidemiological systems, is still the SIR-type model, a good and simple model for many infectious diseases. The SIR epidemic model divides the population into three classes: susceptible (S), Infected (I), and Recovered (R). Multi-strain dengue models are modeled with SIR-type models where the SIR classes are labeled for the hosts that have seen the individual strains. Assuming that the transmission of the disease is contagious from person to person, the susceptibles become infected and infectious with infection rate $\beta$, are cured and become recovered with recovery rate $\gamma$. Partial or temporary or life long immunity can be assumed, depending on the biology of the pathogen. After a waning immunity period $\alpha$, the recovered individual can become susceptible, to a different strain again.

Retrospective dengue data and the possibility to estimate hidden states in dengue models from such data [8, 10] have been discussed, specially, primary versus secondary infection, and symptomatic versus asymptomatic cases that can be studied via the first already available models [11, 12, 8, 9, 13]. Although the multi-strain interaction leading to deterministic chaos via ADE has been described previously, e.g. [14, 15, 16], the role of temporary cross-immunity has been neglected leading to unrealistic biological parameter estimation. More recently, despite incorporation of temporary cross-immunity in rather complicated models, the possible dynamical structures were not deeply analyzed [17, 18, 19]. When including temporary cross-immunity into the ADE dengue models, a rich dynamic structure including chaos in wider and more biologically realistic parameter regions was found [11, 12, 8, 9, 13].

The basic two-strain model shows a rich variety of dynamics through bifurcations up to deterministically chaotic behavior in wider and more biologically realistic parameter regions than previously anticipated when neglecting temporary cross-immunity. The seasonal two-strain model with import of infected have shown a qualitatively good result when comparing empirical dengue data and simulation results, where patterns of the data behavior were similarly found to happen in the time series simulations (see Fig. 2A).

2.1 The two-strain model

The two-strain model with temporary cross-immunity is a 9 dimensional system where the population $N$ is divided into ten classes. For two different strains, named strain 1 and strain 2, we label the SIR classes for the hosts that have seen the individual strains, without epidemiological asymmetry between strains, i.e. infections with strain one followed by strain two or vice versa contribute in the same way to the force of infection. The complete system of ordinary differential equations (ODEs)
for the two-strain epidemiological model can be written as follows.

\[
\begin{align*}
\dot{S} &= \mu(N - S) - \frac{\beta(t)}{N} S(I_1 + \rho \cdot N + \phi I_2) \nonumber \\
&\quad - \frac{\beta(t)}{N} S(I_2 + \rho \cdot N + \phi I_{12}) \quad (1) \\
\dot{I}_1 &= \frac{\beta(t)}{N} S(I_1 + \rho \cdot N + \phi I_{21}) - (\gamma + \mu) I_1 \quad (2) \\
\dot{I}_2 &= \frac{\beta(t)}{N} S(I_2 + \rho \cdot N + \phi I_{12}) - (\gamma + \mu) I_2 \quad (3) \\
\dot{R}_1 &= \gamma I_1 - (\alpha + \mu) R_1 \quad (4) \\
\dot{R}_2 &= \gamma I_2 - (\alpha + \mu) R_2 \quad (5) \\
\dot{S}_1 &= \alpha R_1 - \frac{\beta(t)}{N} S_1(I_2 + \rho \cdot N + \phi I_{12}) - \mu S_1 \quad (6) \\
\dot{S}_2 &= \alpha R_2 - \frac{\beta(t)}{N} S_2(I_1 + \rho \cdot N + \phi I_{21}) - \mu S_2 \quad (7) \\
\dot{I}_{12} &= \frac{\beta(t)}{N} S_1(I_2 + \rho \cdot N + \phi I_{12}) - (\gamma + \mu) I_{12} \quad (8) \\
\dot{I}_{21} &= \frac{\beta(t)}{N} S_2(I_1 + \rho \cdot N + \phi I_{21}) - (\gamma + \mu) I_{21} \quad (9) \\
\dot{R} &= \gamma(I_{12} + I_{21}) - \mu R \quad . \quad (10)
\end{align*}
\]

2.2 Numerical analysis

Mathematical models describing the transmission of dengue viruses need to be parametrized on data referring to incidence of disease. We take Chiang Mai Province, North of Thailand, as match empirical data with model simulations. The birth and death rate, recovery rate, degree of seasonality and the temporary cross-immunity rate are fixed. The infection rate and ratio of secondary infections contributing to force of infection are the parameters that may vary when matching different data sets.

In Figure 2A we match empirical DHF-Total (DF+DHF+DSS) incidence data for the Province of Chiang Mai with the two-strain model simulation. A qualitatively good result is obtained, where patterns of the irregular data occurs and is predicted by the models. The parameter values used in the simulation are listed in Table 1.

In Figure 2B we match empirical DHF-Total (DF+DHF+DSS) from 1980 to 2002 and continue with only clinical DHF incidence data with the two-strain model simulation. With a different parameter set we observe a qualitatively good result from 2003 on, however, the previous HC data can not be described. The parameter values used in the simulation are listed in Table 2.
Figure 2: In A) empirical DHF-Total (DF+DHF+DSS) incidence data (in red) for the Province of Chiang Mai in the North of Thailand, with a population size $N = 1.6 \times 10^6$, are matched with simulations (in blue) for the seasonal two-strain model with import of infected. Here, the force of infection $\beta = 2\gamma$ and the secondary infection contribution to the force of infection ratio $\phi = 0.9$. The other parameter values are given in Table 1. In B) empirical DHF-Total (DF+DHF+DSS) incidence data (in red) for the Province of Chiang Mai in the North of Thailand, with a population size $N = 1.6 \times 10^6$, are matched with simulations (in blue) for the seasonal two-strain model with import of infected. Here, the force of infection $\beta = 2\gamma$ and the secondary infection contribution to the force of infection ratio $\phi = 0.9$. The other parameter values are given in Table 1. In B) we match the empirical DHF-Total (DF+DHF+DSS) from 1980 to 2002 (in red), continued with DHF clinical incidence only (in green) with the seasonal two-strain model with import of infected simulations (in blue). Here, the force of infection is considerably smaller $\beta = 1.5\gamma$ as well the secondary infection contribution to the force of infection ratio $\phi = 0.7$. The other parameter values are given in Table 2. In C-D) we present the matching of the two data sets, using parameter set ONE, with the model simulation (in blue).
Table 1: Parameter set ONE: DHF-Total (DF+DHF+DSS) data set matching

<table>
<thead>
<tr>
<th>Par.</th>
<th>Description</th>
<th>Values</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>population size</td>
<td>$1.6 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>birth and death rate</td>
<td>$1/65y$</td>
<td>[22]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>recovery rate</td>
<td>$52y^{-1}$</td>
<td>[1]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>infection rate</td>
<td>$2 \cdot \gamma$</td>
<td>[14, 11, 8, 9]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>degree of seasonality</td>
<td>$\in [0, 0.35]$</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>import parameter</td>
<td>$\in [0, 10^{-10}]$</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>temporary cross-immunity rate</td>
<td>$2y^{-1}$</td>
<td>[20]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>ratio of secondary infections contributing to force of infection</td>
<td>0.9</td>
<td>[8, 9]</td>
</tr>
</tbody>
</table>

Table 2: Parameter set TWO: From 2003 on, DHF-only data set matching

<table>
<thead>
<tr>
<th>Par.</th>
<th>Description</th>
<th>Values</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>population size</td>
<td>$1.6 \times 10^6$</td>
<td></td>
</tr>
<tr>
<td>$\mu$</td>
<td>birth and death rate</td>
<td>$1/65y$</td>
<td>[22]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>recovery rate</td>
<td>$52y^{-1}$</td>
<td>[1]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>infection rate</td>
<td>$1.5 \cdot \gamma$</td>
<td>[14, 11, 8, 9]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>degree of seasonality</td>
<td>$\in [0, 0.35]$</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>import parameter</td>
<td>$\in [0, 10^{-10}]$</td>
<td>[8, 9]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>temporary cross-immunity rate</td>
<td>$2y^{-1}$</td>
<td>[20]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>ratio of secondary infections contributing to force of infection</td>
<td>0.7</td>
<td>[8, 9]</td>
</tr>
</tbody>
</table>

Using the simulation obtained with parameter set ONE (see Table 1), Figures 2C-D show the data matching comparison. As for the non fixed parameters, infection rate and secondary infection contribution to the force of infection rate, we observe a considerable difference in parameter values that could lead to non efficient intervention on disease control and to a wrong Public Health intervention measures decision, depending on which data set we are using.

3 Conclusions

The two-strain model model has the minimal degree of complexity to generate both primary and secondary infection cases, and it allows to derive dengue hemorrhagic fever cases which constitute the most widely available data on dengue epidemiology. The simplicity of our model allows rigorous inference of both parameters from empirical time series.
Much of the dengue data available to theoretical epidemiologists consists of time series tracking the evolution of a subset of state variables of an underlying dynamical system through a surveillance system. For Thailand, two different sources of the long-term empirical dengue data (1980-2012) are available and consists of monthly incidences of hospital admission cases, the HC from 1980-2005 and the EF from 2003 to present. By gathering, cross-checking and analyzing the overlapping epidemiological years of the data (2003-2005) we observed a considerable underestimation of dengue cases in Thailand during the transition HC-EF files, from 2003 on, where only the clinical classification of DHF cases have been counted. The exact continuous time series is obtained when considering all admission cases, DF+DHF+DSS, however the underestimation of cases are increasing, probably a consequence of the English interpretation of the Thai documents.

As for modeling purposes two different parameter sets were obtained depending on the data set was used. Based on this observation, we conclude that the underestimation of the real number of dengue cases in Thailand will affect considerably the model development, interpretation and its correct application. Being able to describe and predict the future expected outbreaks of dengue in the absence of human interventions is the major goal if one wants to understand the effects of considered control measures. This is especially important with the upcoming perspective of a dengue virus vaccine requiring a high quality data and knowledge on how to best implement the vaccination program and use the candidate vaccine at the population-level when it will be accessible. For any interpretation based on the the long-term empirical incidence dengue data, the data aggregation is essential to improve model development, interpretation and its correct application.
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Abstract

Due to the fast development in data communication systems and computer networks in recent years, the necessity to protect the secret data is of great demands. Several methods have been arisen to protect the secret data; one of them is the secret sharing scheme. It is a method of distributing a secret $K$ among a finite set of participants, in such a way that only predefined subset of participant is enabled to reconstruct a secret from their shares. A secret sharing scheme realizing uniform access structure described by a graph has received a considerable attention, where each vertex represents a participant and each edge represents a minimum authorized subset. In this paper, an independent dominating set of vertices in a graph $G$ is introduced and applied as a novel idea to construct a secret sharing scheme such that the vertices of the graph represents the participants and the dominating set of vertices in $G$ represents the minimal authorized set. This new scheme is based on principle of non-adjacent vertices, whereas, most of the previous works are based on the principle of adjacent vertices. We prove that the scheme is perfect, and the lower bound of the information rate for this new construction is improved as compared to some well-known previous constructions.

Key words: Secret sharing scheme, independent dominating set, information rate, uniform access structure, rank
1 Introduction

Secret sharing scheme is a method of distributing a secret $K$ among a finite set of participants $P = \{p_1, \cdots, p_n\}$, such that, only predefined specific subset belonging to the access structure when they pooling their partial information together, can reconstruct the secret, whereas, any other subset not in the access structure can determine nothing about the secret. The first kind of secret sharing scheme called $(t, n)$-threshold scheme is introduced independently by Shamir [1] and Blakley [2] in 1979. A considerable attention was given to this subject after on. An efficient secret sharing scheme is the one that has high information rate (small share size) which is considered as a measure for the efficiency of such systems. Hence, an extensive consideration has been given to improve this value. It is defined as the ratio of the length of the secret to the average length of the share given to the participant. A special participant D, not in the set P, is called the dealer takes the responsibility to distribute the shares to each participant. The family of all the subset of participant, called an access structure $\Gamma$ [3].

In the $(t, n)$-threshold scheme, all the $t$-subsets of a set of $n$-participant capable of reconstructing the secret are called the authorized sets and represented by $\Gamma_0$, whereas, those not belonging to $\Gamma$ are called unauthorized sets. An authorized set $B$ is called minimal if it satisfies the following relations; for $B' \subset B$, and $B' \in \Gamma$ implies $B' = B$. If $B \in \Gamma$ and $B \subset B'$ implies that $B' \in \Gamma$, then the access structure is called monotone. In this case, the collection of minimal authorized set could uniquely determine the access structure. Many approaches for construction of secret sharing scheme have been proposed. A special construction class is the threshold scheme. Ito, Saito, and Nishizeki [4] have generalized this concept and proposed a method for any monotone access structure, when the size of each share is no less than the size of the secret. This scheme is called perfect. It is called ideal, if the size of each share is the same as the size of the secret [5].

The relation between secret sharing scheme and an access structure have considerable interest by many researchers (see, for example [6, 7, 8]). Several approaches were developed to obtain an efficient implementation of secret sharing scheme for an arbitrary access structure, but there is no general method. An approach based on graph theory that investigates an access structure over a set of two participants are of special interest from the practical point of view, because such access structure can be represented by a graph, in which the vertices represent the participant, and the edges represent an access structure. This approach is called graph access structure and has been studied by many researchers (see, for example [4, 7, 8, 9]).

The general idea behind the $B$-decomposition of a graph access structure proposed by Stinson [8, 10], is to find all subgraphs of $G$, such that; at least $B$ subgraphs of them have
to contains each edge of $E$. This leads to an increase in the number of such subgraphs that increased exponentially with the number of vertices (participants), and following in an exponential time construction. In this paper, we propose an approach that investigates the minimum access structure in a manner differs from the previous construction that was based on adjacent principle of vertices. In our approach, the minimum authorized subsets represent the set of all minimum independent dominating set of vertices in the graph $G$.

The current work is organized as follows: In Section 2, some terminologies related to domination in graph $G$, and to secret sharing scheme is presented. The main algorithm for the decomposition and reconstruction of the proposed method is given in Section 3. The efficiency of the constructed secret sharing scheme is demonstrated and proved through the information rate in section 4. Finally, the paper is concluded in section 5.

2 Domination in graph and secret sharing scheme

Many theories and applications for the domination in graph theory as a natural model for many location problems have been arisen. As an example; the fire station problem, school bus routing, computer communication networks, social network theory, and coding theory. Some graph theoretical definitions, and some important terminologies related to secret sharing scheme are given to fill in some background for the reader. A more detailed review of the topics in this section, can be found in [11, 12, 13, 14, 15].

A graph $G$ is an ordered pair $G = (V; E)$ where $V$ is a set of elements which are called vertices, and the set $E = \{e = \{u, v\} \in E : u, v \in V\}$ is called edges. The order of $G$, $|G|$ equals $|V|$. A graph $H = (W; F)$ is a subgraph of another graph $G = (V; E)$ if $W \subseteq V$ and $F \subseteq E$. All graphs used in this work are simple, connected, and undirected.

**Definition 2.1:** The set of vertices adjacent to $v \in V$ is called an open neighborhood $N(v)$ such that $N(v) = \{u \in V : \{u, v\} \in E\}$, whereas, the closed neighborhood is the set $N[v] = N(v) \cup \{v\}$.

**Definition 2.2:** The degree $d(v)$ of a vertex $v$ is the size of $N(v)$, or equivalently, the number of edges incident to $v$.

**Definition 2.3:** A graph $G$ is an $r$-regular if the minimum degree of a graph $G$ equals its maximum degree and equals $r$. A 2-regular, 3-regular, and $(n - 1)$-regular graphs are called a cycle, cubic, and complete graphs respectively.

**Definition 2.4:** A graph $G$ is decomposable into $H_1, H_2, \ldots, H_k$ if $G$ has subgraphs $H_1, H_2, \ldots, H_k$, such that:
1. Each edge of $G$ belongs to one of the $H_i$’s for some $i = 1, 2, \ldots, k$.

2. $H_i$ and $H_j$ have no edges in common, when $i \neq j$.

**Definition 2.5:** For a graph $G = (V; E)$, a set of vertices $D$ is called a dominating set of vertices in $G$, if $N[D] = V$, or equivalently, every vertex in $V - D$ is adjacent to at least one vertex in $D$. A dominating set $D$ is minimal if no proper subset of $D$ is a dominating set.

**Definition 2.6:** An independent dominating set of vertices (ID) in a graph $G$, is the dominating set $D$ that has no two vertices of $D$ connected by an edge of $G$. The minimum cardinality of an independent dominating set $ID$ is called a minimum independent dominating set $MID$ where $|MID|$ is called minimum independent domination number. In this work, such type of dominating set is used in the construction for the secret sharing scheme.

The information rate that specifies the efficiency of the secret sharing schemes has introduced for the first time by Brickell [16]. He defined it as follows.

**Definition 2.7:** The information rate $\rho$ of a secret sharing scheme is $\rho = \log_2(|K|)/\log_2(|S|)$, where $K$, and $S$, represents the secret and the share respectively. The term ideal is used for a perfect secret sharing scheme with information rate equals (1).

**Definition 2.8:** The maximum cardinality of a minimal qualified subset is called the rank ($m$) of an access structure $\Gamma$.

## 3 The proposed algorithm

A novel construction algorithm of a perfect secret sharing scheme with an access structure of rank $m$ is proposed in this section. It is based on the same concepts given by H. Sun [17, 18]. This algorithm consists of three parts as follows.

1. The Initialization Phase
   (a) Given $G = (V, E)$, be an $r$-regular graph, with $V = \{v_1, v_2, \ldots, v_n\}$. Let $P = \{p_1, p_2, \ldots, p_n\}$ be the set of participant corresponding to the set $V$.
   (b) Construct $\Gamma_0$ by computing all ($MID$) in $G$, such that $\Gamma_0 = \{MID : V = \cup MID\}$. Hence, $|MID| = m$ the rank (or, the minimum qualified set).
   (c) All the computation is done over $GF(q)$, where $q$ is a prime, and $q \geq 2n + 2$.

2. The Decomposition Phase
   (a) Decompose the graph $G$ into $n$-subgraphs $G_i$, where $V(G_i) = \{V/N[v_i] : i = 1, 2, \ldots, n\}$. 

©CMMSE ISBN: 978-84-616-2723-3
(b) Decompose $\Gamma_0$ into $n$ of $\Gamma_i$’s, such that $\Gamma_i = \{\text{MID} \in \Gamma_0 \text{ where MID} \supseteq p_i\}$ and $\Gamma_0 = \bigcup_{i=1}^{n} \Gamma_i$.

(c) Define $\Gamma^*_i = \{X : X \cup p_i \in \Gamma_i\}$. The closure of $\Gamma^*_i$ is a uniform access structure of rank $m - 1$ or the set of all minimum independent set of vertices in the subgraph $G_i$.

(d) Let $K = \{k_1, k_2, \ldots, k_m\}$ be a secret, such that, $k_i$ is taken randomly from $GF(q^{(m-1)!})$.

- A polynomial $f(x)$ of degree $(m - 1)$ is selected by the dealer, where its coefficients are $K = \{k_1, k_2, \ldots, k_m\}$. Hence, $f(x) = (k_1x^{m-1} + k_2x^{m-2} + \cdots + k_m) \mod q^{(m-1)!}$.
- Compute $y_i$, such that, $y_i = f(i)(modq), i = 1, 2, \ldots, n$. The secret is reconstructed by getting $m$ or more $y_i$’s.
- The dealer select $n$ random numbers $r_1, r_2, \ldots, r_n$ over $GF(q^{(m-1)!})$.

(e) The value $r_i + y_i$ is distributed to each $\Gamma^*_i$. Hence the share of the participant $p_i$ is as follows:

$$S_i = \langle r_i, S_i(\Gamma^*_1), \cdots, S_i(\Gamma^*_{i-1}), (\Gamma^*_i+1), \ldots, S_i(\Gamma^*_n) \rangle.$$ 

The secret can be reconstructed when the participant of the authorizer pool their share together. The reconstruction phase could be expressed as follow:

3. The reconstruction phase

The secret can be reconstructed by getting $m$ or more $y_i$. This can be done by combining their values together, for all $X \in \Gamma_0$ such that $X = (p_1, p_2, \ldots, p_m)$. We can obtain each $y_i$ from $S_i(\Gamma^*_i)$, because $\Gamma^*_i$ elements dominates the subgraph $G_i$. Hence we can obtain $m$ of $y_i$ that recovers $f(x)$ easily.

4 Improved information rate

Keeping the length of a share as small as possible is a desired purpose. This leads to an improved information rate that could result in an efficient and practical secret sharing scheme. The characteristics of the graph used in the construction, such as, order, regular, and graph dominating, etc., have affected the information rate values. Applying the proposed algorithm in Section 3, the relations between these characteristics are deduced. In this work, the experimental implementation is summarized in some important relations. These relations are observed using Table(1). It tabulates the relations between graph order, regularity, and graph domination. Based on these values an important generalized relation is abstracted in theorem (1). It describes the relation between the main characteristics of a graph with
### Table 1: The relation between order, regular, and dominating set

<table>
<thead>
<tr>
<th>No.</th>
<th>Ver’s.</th>
<th>$r = 2$</th>
<th>$r = 3$</th>
<th>$r = 4$</th>
<th>$r = 5$</th>
<th>$r = 6$</th>
<th>$r = 7$</th>
<th>$r = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>MID=3</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>9</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
<td>-</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>10</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>11</td>
<td>MID=4</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
<td>-</td>
<td>MID=2</td>
</tr>
<tr>
<td>9</td>
<td>12</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>MID=5</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
<td>-</td>
<td>MID=2</td>
</tr>
<tr>
<td>11</td>
<td>14</td>
<td>MID=5</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=2</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>MID=5</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
</tr>
<tr>
<td>13</td>
<td>16</td>
<td>MID=6</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=2</td>
<td>MID=2</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>14</td>
<td>17</td>
<td>MID=6</td>
<td>-</td>
<td>MID=4</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=2</td>
</tr>
<tr>
<td>15</td>
<td>18</td>
<td>MID=6</td>
<td>MID=5</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=3</td>
<td>MID=2</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>19</td>
<td>MID=7</td>
<td>-</td>
<td>MID=4</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=3</td>
</tr>
<tr>
<td>17</td>
<td>20</td>
<td>MID=7</td>
<td>MID=5</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=3</td>
<td>MID=3</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>21</td>
<td>MID=7</td>
<td>-</td>
<td>MID=5</td>
<td>-</td>
<td>MID=3</td>
<td>-</td>
<td>MID=3</td>
</tr>
<tr>
<td>19</td>
<td>22</td>
<td>MID=8</td>
<td>MID=6</td>
<td>MID=5</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=3</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>23</td>
<td>MID=8</td>
<td>-</td>
<td>MID=5</td>
<td>-</td>
<td>MID=4</td>
<td>-</td>
<td>MID=3</td>
</tr>
<tr>
<td>21</td>
<td>24</td>
<td>MID=8</td>
<td>MID=6</td>
<td>MID=5</td>
<td>MID=4</td>
<td>MID=3</td>
<td>MID=3</td>
<td>-</td>
</tr>
</tbody>
</table>

**rank (m).**

**Observation 1.**
Let $G = (V, E)$ be an $r$-regular simple graph with $|V| = n$, where $n \geq 4$ then $|MID| = m = \left\lceil \frac{n}{r+1} \right\rceil$.

**Theorem 1.**
Let $G = (V, E)$ be an $r$-regular simple graph with $|V| = n$, where $n \geq 4$ if $|MID| = m$, then,

$$m(r + 1) \geq n \geq \begin{cases} m(r + 1) - r & \text{if } r \text{ is even} \\ m(r + 1) - r + 1 & \text{if } r \text{ is odd} \end{cases}$$
Proof: Let \( G \) be an \( r \)-regular simple graph with \( |V| = n, n \geq 4 \) and \(|MID| = m\), let \( MID = \{v_1, v_2, \cdots, v_m\} \), such that \( d(v_i) = r \), that represent the degree of the vertex \( v_i \), and \( N(v_i) \) represents the neighborhood of the vertices \( v_i, i = 1, \cdots, m \).

To prove the upper bound, if \( (N(v_i): i = 1, \cdots, m) \) are disjoint sets, then \( |V| = mr + m \). If \( u \in \{N(v_i) \cap N(v_j) \}, \) where \( i, j \in \{1, 2, \cdots, n\} \), that means, there is at least one vertex in common in two neighborhood. Therefore, \(|V| < mr + m\).

To prove the lower bound, if \( r \) is an even number, and \( N(v_i) \) are equal for all \( i = 1, \cdots, m \), then \(|V| = r + m\), this is true when \( m = 2 \). If \( m > 2 \) then there exists \( N(v_i) \neq N(v_j) \) i.e. \( (\exists u \notin \{N(v_i) \cap N(v_j)\}, \) for any \( i, j \in \{1, 2, \cdots, m\}\). Since the graph is \( r \)-regular, then any two different neighborhoods have at most \( r \) vertices in common. Therefore, \(|V| > m(r + 1) - r\).

If \( r \) is an odd number, and at least two sets of neighborhoods common in a vertex \( v \). Hence, the sets of neighborhood have at most \( (r - 1) \) vertices in common, because there is no \( r \)-regular graph of odd order. Therefore, \(|V| > rm + m - r + 1\). \( \square \)

The general information rate are introduced using the notion of entropy, such that, the information rate of a secret sharing scheme that defined in [19], is as follows:

\[
\rho = \frac{H(S)}{\max_{i \in \{1, \cdots, n\}} H(I_i)} = \frac{\log_2 |S|}{\max_{i \in \{1, \cdots, n\}} \log_2 (S_i)}. \tag{1}
\]

Theorem 2.
Let \( G = (V, E) \) be an \( r \)-regular simple graph with \( |V| = n \), where \( n \geq 4 \), if \(|MID| = m\), for \( m \geq 4 \), then the information rate of the secret sharing graph of \( G \) is

\[
\rho = \frac{(m - 1)! \log_2 (q)}{\max_{i} \{ \sum_{(t, p_i \in G_i)} (|G_i| - N(p_i)) + 1 \} \log_2 (q)} \tag{2}
\]

Where \( G_i \) is the graph decomposition of \( G, t = 1, 2, \cdots, n \).

Proof: To prove the information rate; since the share of participant \( p_i \) is \( S_i = r_i, S_i(\Gamma^*_{1}), \cdots, S_i(\Gamma^*_{i-1}), (\Gamma^*_{i+1}), \cdots, S_i(\Gamma^*) >, \) and the length of \( S_i(\Gamma^*) \) is equal to \( \log(q^{(|G_i| - N(p_i))}) \), therefore, if \( p_i \in G_t \), and \( N(p_i) \) is the neighborhood of the vertex \( p_i \), then, the length of share \( S_i \) is equal to \( \log(q^{(\sum_{(t, p_i \in G_i)} (|G_i| - N(p_i)) + 1)}) \). Since the length of the secret \( K \) is equal to \( \log(q^{(m-1)!}) \), hence, the information rate of the secret sharing scheme is \( \rho \), such that;

\[
\rho = \frac{\log_2 |K|}{\log_2 |S|} = \frac{(m - 1)! \log_2 (q)}{\max_{i} \{ \sum_{(t, p_i \in G_i)} (|G_i| - N(p_i)) + 1 \} \log_2 (q)} \tag{3}
\]
The lower bound is calculated from the worst case when \( G_t \) is an \( r \)-regular subgraph. Since the number of vertices in \( G_t \) is \((n - r - 1)\), then the lower bound is as follows,

\[
\rho \geq \frac{(m - 1)!}{((n - r)(n - r - 1) + 1)}, \text{ when, } (m - 1) < \frac{n}{(r_{\text{Min}} + 1)} \leq m \tag{4}
\]

The upper bound is as follows,

\[
\rho \leq \frac{(m - 1)!}{((n - r)(n - r - 1) + 1)}, \text{ when, } (m - 1) < \frac{n}{(r_{\text{Max}} + 1)} \leq m \tag{5}
\]

The average information rate with two bounds (upper, lower) is compared to the bounds given by H. Sun [17] in order to show that the constructed values have improved bounds. The comparison can be shown in Table (2).

<table>
<thead>
<tr>
<th>No. of vertices ( n )</th>
<th>Sun’s method</th>
<th>Our method</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2r + 2 \geq n \geq r + 2 )</td>
<td>( \rho \geq \frac{2}{r+1} )</td>
<td>( \rho \geq \frac{6}{(n-r)(n-r-1)+2} )</td>
</tr>
<tr>
<td>( 3r + 1 \geq n \geq 2r + 4 )</td>
<td>( \rho \geq \frac{6}{(n-1)r+2} )</td>
<td>( \rho \geq \frac{6}{(n-r)(n-r-1)+2} )</td>
</tr>
<tr>
<td>( m(r+1) \geq n \geq \frac{m(r+1)-r}{m(r+1)-r+1} ) if ( r ) is even ( \rho \geq \frac{(n-m+1)}{m} )</td>
<td>( \rho \geq \frac{(n-r)(n-r-1)+1)}{(n-1)!} )</td>
<td></td>
</tr>
<tr>
<td>( m(r+1) \geq n \geq \frac{m(r+1)-r}{m(r+1)-r+1} ) if ( r ) is odd.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Example:** Let \( G \) be a graph with \( n = 8 \), \( r=2 \), and \( m=3 \), then, based on the proposed algorithm in Section 3, the decomposition of the graph \( G \) is shown in Figure(1), where \( \Gamma_0 = \{\{1, 4, 7\}, \{2, 5, 8\}, \{3, 6, 1\}, \{2, 4, 7\}, \{2, 5, 7\}, \{3, 5, 8\}, \{4, 6, 1\}\} \).

The information rate of the present proposed method is calculated using Table (2). This table presents the lengths of the shares. Therefore, by applying equation (2), the information rate of the proposed method equals \( \rho = 0.1875 \), whereas, \( \rho = 0.1176 \) using Sun’s method.

**Conclusions**

A new decomposition construction for perfect secret sharing scheme with graph access structure is proposed in this paper. It is based on an independent dominating set of vertices in a graph \( G \). In most of the previous proposed decomposition construction, the minimum
authorized subset is constructed by a set of edges in graph $G$, which is considered as small share in the construction of large schemes, whereas, in our scheme, the minimum authorized subset represents the minimum independent dominating set of vertices in the graph $G$.

The information rate that used as a measure of the efficiency for secret sharing scheme is
calculated. We conclude that the proposed scheme is the most efficient.
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Abstract

Bivariate and multivariate exponential distributions are widely applied in several areas such as reliability, queueing systems or hydrology. Among this kind of distributions, the Moran-Downton exponential distribution is an appealing choice. Nevertheless, for the inferences to be sound, it must be checked if it can be reasonably assumed that this model provides an adequate description of the available data. Here, a goodness-of-fit test for the Moran-Downton exponential distribution is proposed. The test statistic exploits the analytically convenient formula of the characteristic function of this distribution and compares it with the empirical characteristic function of the sample. Large sample properties of the proposed test are studied. The finite sample performance of the proposed test is numerically studied. Finally, the test is applied to a real data set describing the joint distributions of rainfall events for two rain gauge stations in Spain.

Key words: Empirical characteristic function, goodness-of-fit, Moran-Downton distribution, Bootstrap distribution estimator


1 Introduction

Bivariate exponential distributions refer to bivariate distributions with both marginal distributions being exponential. There is no unique extension of the univariate exponential distribution to the bivariate case and several kinds of bivariate exponential distributions have been proposed (see for example [6, Ch. 10] and [5, Ch. 47]). Besides the applications in the area of life testing, reliability or queueing systems, this sort of distributions has proved useful for modeling hydrological data, which are essentially non-negative and asymmetric ([6, 5]).
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Among the hydrological data analyses, the study of rainfall characteristics has been an area of great interest for many researchers studying rainfall patterns in many countries of the world. The use of univariate distributions has been a standard approach in such rainfall analysis. However, the application of bivariate distributions has not been pursued to any great extent, despite it being more relevant to these problems. The pair-wise dependence between rainfall characteristics has been described in the literature by using some families of bivariate distributions. Some of them are derived by means of the copula method and assuming exponential marginals. Applications of these bivariate distributions to study the joint distributions of different rainfall variables can be found in [10] for modeling rainfall intensity, depth and duration in the Amite River basin in Lousiana, United States; also in [2], where Gumbel’s type I bivariate exponential distribution was used to model rainfall intensity and duration in the Po basin, Italy.

However, other bivariate exponential distributions which are not based on copulas have been also used. One of these distributions is the Moran-Downton bivariate exponential distribution, MD distribution for short. For instance, in [8] the authors claimed that this distribution is an appealing choice to be used for pairs of hydrological quantities such as streamflow at two points of a river, or rainfall at two locations, or in [3] where the authors applied this distribution to drought data from the state of Nebraska, United States. However, in the mentioned applications, the adequacy of the model is concluded from the fitted marginals and from the observed correlation. But this is clearly erroneous because there exist several bivariate exponential distributions with correlated components and exponential marginals, and some important quantities depending directly on the joint distribution may have rather different values for different bivariate exponential distributions having the same correlation coefficient. Thus, a formal procedure to check if one specified model is appropriate to fit a data set is necessary, beyond testing exponentiality of each component. In this sense, the aim of this paper is to develop a goodness-of-fit (gof) test for the MD distribution.

2 A gof test for the MD distribution

A bivariate random variable \( X = (X_1, X_2) \) is said to have a MD distribution, \( X \sim MD(\lambda_1, \lambda_2, \rho) \), if it has the following probability density function (pdf)

\[
f(x; \lambda_1, \lambda_2, \rho) = \frac{\lambda_1 \lambda_2}{1-\rho} \exp \left( - \frac{\lambda_1 x_1 + \lambda_2 x_2}{1-\rho} \right) I_0 \left( \frac{2 \sqrt{\lambda_1 \lambda_2} x_1 x_2 \rho}{1-\rho} \right),
\]

for \( x_1, x_2 > 0 \), where \( \lambda_1, \lambda_2 > 0 \) and \( 0 \leq \rho < 1 \) are the parameters of the distribution and \( I_0 \) is the modified Bessel function of the first kind of order zero,

\[
I_0(z) = \frac{1}{\pi} \int_0^{\pi} e^{z \cos(x)} \, dx = \sum_{k \geq 0} \frac{\left( \frac{z^2}{4} \right)^k}{(k!)^2}.
\]
Equivalently, we write \( X \sim MD(\theta) \), with \( \theta = (\lambda_1, \lambda_2, \rho) \in \Theta = \{ \theta = (\lambda_1, \lambda_2, \rho), \lambda_1, \lambda_2 > 0, 0 \leq \rho < 1, \} \). Clearly, \( X_1 \) and \( X_2 \) are independent if and only if \( \rho = 0 \). The marginal pdfs of \( X_1 \) and \( X_2 \) are exponential with scale parameters \( \lambda_1 \) and \( \lambda_2 \), respectively, and \( \rho \) is the coefficient of correlation between \( X_1 \) and \( X_2 \).

Since the pdf and the cumulative distribution function (cdf) of the MD distribution do not have an easily tractable expression (see [6, pp. 436]), the application of classical gof tests based on the cdf may become rather cumbersome. Here, we propose a gof test based on the characteristic function, which is given by

\[
\phi(t; \theta) = \frac{\lambda_1 \lambda_2}{(\lambda_1 - it_1)(\lambda_2 - it_2) + \rho t_1 t_2},
\]

\( i = \sqrt{-1} \). With this aim, we will also make use of the following property: if \( (X_1, X_2) \sim MD(\lambda_1, \lambda_2, \rho) \), then \( (Y_1, Y_2) \sim MD(1, 1, \rho) \), where \( Y_k = \lambda_k X_k, k = 1, 2 \).

Therefore, for testing

\[
\begin{align*}
H_0 : & \quad X \sim MD(\theta), \text{ for some } \theta \in \Theta_0, \\
H_1 : & \quad X \sim MD(\theta), \forall \theta \in \Theta_0,
\end{align*}
\]

(1)

where \( \Theta_0 = \{ \theta = (\lambda_1, \lambda_2, \rho), \lambda_1, \lambda_2 > 0, 0 < \rho < 1, \} \subset \Theta \), a reasonable test function is the following one,

\[
\Psi = \left\{ \begin{array}{ll}
1, & \text{if } T_{n,w}(\hat{\theta}) \geq t_{n,w,\alpha}, \\
0, & \text{otherwise},
\end{array} \right.
\]

(2)

where \( t_{n,w,\alpha} \) is the \( 1 - \alpha \) percentile of the null distribution of \( T_{n,w}(\hat{\theta}) \),

\[
T_{n,w}(\hat{\theta}) = n \int \left| \frac{\phi_n(t)}{\phi(t;1,1,\hat{\rho})} - 1 \right|^2 w(t) dt,
\]

(3)

\( \phi_n(t) \) is the ecf associated with \( Y_1, \ldots, Y_n, t = (t_1, t_2) \),

\[
\phi_n(t) = \frac{1}{n} \sum_{j=1}^{n} \exp(it_1 Y_{j1} + it_2 Y_{j2}),
\]

\( \hat{\theta} = (\hat{\lambda}_1, \hat{\lambda}_2, \hat{\rho}) \) be a consistent estimator of \( \theta \), \( Y_j = (\hat{\lambda}_1 X_{j1}, \hat{\lambda}_2 X_{j2}), 1 \leq j \leq n, \) and \( w(t) \geq 0 \) is a weight function on \( \mathbb{R}^2 \) with finite integral, \( \int w(t) dt < \infty \), and an unspecified integral denotes integration over the whole space \( \mathbb{R}^2 \).

Note that \( T_{n,w}(\hat{\theta}) \) is invariant with respect to changes of scale in each component of \( X \). As a consequence, the null distribution of \( T_{n,w}(\hat{\theta}) \) does not depend on the parameters \( \lambda_1 \) and \( \lambda_2 \). Thus to derive the null distribution we can assume that the data come from a \( MD(1, 1, \rho) \) distribution.

The presence of \( w(t) \) in the expression of \( T_{n,w}(\hat{\theta}) \) has two main purposes: for adequate choices of \( w \), it renders the integral (3) finite and it also gives a readily computable closed
form of \( T_{n,w}(\hat{\theta}) \). A problem with the test function \( \Psi \) defined in (2) is the calculation of the critical point \( t_{n,w,\alpha} \). The exact null distribution of the test statistic \( T_{n,w}(\hat{\theta}) \) is unknown. A classical way to overcome this problem consist in approximating the null distribution of the test statistic by means of its asymptotic null distribution. When \( H_0 \) is true, \( T_{n,w}(\hat{\theta}) \) converges in law to a linear combination of independent \( \chi^2_1 \) variates, where the weights in this linear combination depend in a very complicated way on the unknown true value of the parameter \( \theta \), and thus they are unknown. Therefore, the asymptotic null distribution of \( T_{n,w}(\hat{\theta}) \) does not provide a useful approximation. Because of this reason, we propose to approximate the null distribution of \( T_{n,w}(\hat{\theta}) \) through a parametric bootstrap estimator (see for example Meintanis and Swanepoel [7], Jiménez-Gamero et al. [4], Alba-Fernández et al. [1]).

We have study some properties of the proposed test and discussed some practical considerations related to the \( w(t) \) and \( \hat{\theta} \). The properties studied are asymptotic, that is to say, they are valid for large samples. The finite sample performance of the proposed test is numerically analyzed by means of a simulation study.

3 Application

As mentioned before, the MD distribution has been used to model rainfall at two locations. Here, we applied the proposed gof test for modeling precipitation data (in mm) from two rain gauge stations in the Eastern of Spain. The two rain gauge stations analyzed were Valencia (V) and Reus (R). Monthly total rainfall data from January of 2000 to June of 2012 (\( n=140 \) observations) were collected from the website of the Spanish State Meteorological Agency (AEMET, www.aemet.es). The left panel of Figure 1 displays the scatterplot of the data.

![Figure 1: Scatterplot of Spanish data (left panel) and empirical versus theoretical cumulative probabilities (right panel).](image-url)
The estimations of the parameters are $\hat{\lambda}_1 = 0.0227$, $\hat{\lambda}_2 = 0.0234$, and $\hat{\rho} = 0.232$. The proposed test was applied to this data set, taking as weight function $w(t) = \exp(-a\|t\|^2)$, $a = 0.5, 1, 2$, $t \in \mathbb{R}^2$. The resultant $p$-values are shown in Table 1. From the obtained $p$-values, it can be concluded that the MD distribution provides a reasonable model for this data set. A graphical device that help us to see how well the MD distribution fits the data is that proposed by [9], that compares the joint cumulative relative frequencies to the theoretical cumulative probabilities. The right panel of Figure 1 displays it. Looking at this figure we see that the theoretical probabilities fit the empirical ones quite well, in fact, the associated correlation between them is 0.9942.
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Abstract

We provide a matrix method in order to compute orbits of parallel and sequential dynamical systems on maxterm and minterm Boolean functions. To be more precise, we study this problem when the dynamical system is defined over an undirected graph and also over a directed graph. We also extend the results to systems where the local Boolean functions are not dependent restrictions of a global one.
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1 Summary

In the development of the theory of computer simulation, discrete dynamical systems have played an important role. Actually, in the last years, several computer processes have been mathematically modeled by dynamical systems (see [1, 2, 6, 11, 13, 14, 15]).

Certainly, in computer simulation, there are many entities and each entity has a state at a given time. Thus, the update of the states of the entities constitutes an evolution in time of the system, i.e., a discrete dynamical system (see [7, 8, 9]).

The update of the states is determined by relations of the entities, which can be represented by a dependency (directed or undirected) graph, and by local rules, which together constitute the (global) evolution operator of the dynamical system (see [12, 16]).
If the states of the entities are updated in a parallel manner, the system is called a parallel dynamical system (PDS) [1, 2, 6], while if they are updated in a sequential order, the system is named a sequential dynamical system (SDS) [6, 14, 15].

In a previous work [2], the authors proved that PDS over directed dependency graphs can present periodic orbits of any period when the evolution operators are general maxterms or minterms (see also [4]). This situation totally differs from the case of PDS over undirected dependency graphs, where only (eventually) fixed points or 2-periodic orbits can exist. Thus, depending on the structure of the (directed) dependency graph, the orbit structure of the system can turn out very involved due to the coexistence of periodic orbits of different periods.

According to [12] and [16], one of the main goals in the study of a dynamical system is to give a complete characterization of its orbit structure. In our particular case, as the state space of the system is finite, every orbit is periodic or eventually periodic. Nevertheless, taking into account the mentioned results in [2] and [3], determining a priori the different coexistent periods of its orbits seems to be impossible for an arbitrary system, since it depends both on the dependency graph and on the evolution operator.

It claims for a method to compute every orbit of the system, which is the purpose of this work. In fact, we develop algorithms in order to compute orbits of parallel and sequential dynamical systems defined over directed (and undirected) graphs when the evolution operator is a general minterm or maxterm and, likewise, when it is constituted by independent local Boolean functions, so providing a new tool for the study of orbits of these dynamical systems.

In this work we provide a matrix algorithm in order to compute orbits of parallel and sequential dynamical systems on maxterm and minterm Boolean functions. To be more precise, we study this problem when the dynamical system is defined over an undirected graph and also over a directed graph. We also extend the results to systems where the local Boolean functions are not dependent restrictions of a global one. All these results appear in our recent paper [5].
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Abstract

In this work, sequential and parallel implementations of the Lee & Seung algorithm for calculating the Nonnegative Matrix Factorization on parallel computers (with multi-core architecture and Graphics Processing Units) are presented. The algorithm has been reorganized to obtain a quality approach from two points of view: accuracy and execution time. Moreover, the performance of the proposed algorithms is analyzed.

Key words: NNMF, GPU, multi-core, many-core, parallel algorithm

1 Introduction

Let us consider the problem of approximating a nonnegative matrix $A \in \mathbb{R}^{m \times n}$, i.e., all elements must be equal to or greater than zero, by means of a product of two nonnegative matrices $W \in \mathbb{R}^{m \times k}$ and $H \in \mathbb{R}^{k \times n}$, of low rank $k \leq \min(m, n)$ with $A \approx WH$. Usually $k$ is chosen to be smaller than $m$ and $n$, so that $W$ and $H$ are smaller than the original matrix. The problem can be addressed as the computation of two matrices $W_0$ and $H_0$ such that

$$\|A - W_0H_0\|_F = \min_{W \geq 0, H \geq 0} \|A - WH\|_F,$$  \hspace{1cm} (1)
where $\| \cdot \|_F$ denotes the well known Frobenius norm. (Although it is also possible to use another kind of distance instead of the Frobenius norm, throughout this paper we focus on the problem as outlined in Equation (1).)

The importance of this decomposition, known as Nonnegative Matrix Factorization (NNMF), lies in the fact that an approximation of the matrix $A$ can be built from a positive basis $W$ with a small number of columns, as compared with the size of the original matrix $A$. This allows that each column vector of $A$ can be approximated as a linear combination of vectors of a base $W$, thus converting the NNMF in a very useful tool in many applications. In recent years, the NNMF has become an essential tool in fields such as document clustering, data mining, machine learning, data analysis, image analysis, audio source separation, bioinformatics, etc., [1], [3], [7], [18], [19].

It is necessary to have efficient algorithms that compute this decomposition in a short time, especially for those cases where the sizes of the matrices appearing in the problems are large enough to require a significant computational effort, or when there exist temporal restrictions in finding the solution of the problem. The use of new parallel architectures based on multi-core processors and/or Graphics Processing Units (GPUs) is a good alternative to reduce the computation time of the NNMF. Many algorithms have been developed for the calculation of this factorization, see for example [2], [5], [6], [8], [10], [11], [12], [16], [17], [20]. It can be remarked that presented in [12] by its simplicity and its ability to be effectively used in many applications.

Our principal goal is to develop a parallel algorithm that can be used in solving problems of audio source separation [9]. For this type of applications the use of parallel computers based on recent successful architectures (i.e. multi-cores or GPUs) is very adequate. Therefore we have focused on developing efficient parallel algorithms on such architectures. Previous experiences in parallelization of NNMF algorithms can be found in [4], where the authors developed an algorithm on GPUs. Also it is noteworthy the parallel approach in [14] for distributed memory clusters or the work described in [1] where the authors also focussed in an NNMF parallel algorithm for solving some audio signals problems.

In our case we have chosen to focus on the possibility of parallelization of an algorithm based on the Lee & Seung algorithm [12] on multi-core and GPUs architectures. This sequential algorithm provides very good performance in terms of simplicity and opportunities for parallelization. In this work we have tried to reorganize the algorithm in order to obtain a quality approach from the point of view of minimizing the error and to parallelize it in order to obtain a low cost per iteration.

The rest of the paper is organized as follows: Section 2 describes the sequential algorithm to be parallelized and analyzes its theoretical computational cost and some improvements to increase the accuracy of the algorithm. In Section 3, we discuss the parallelization strategy on multi-core and many-core architectures. Section 4 presents an experimental analysis of the performance of the parallel algorithm from two points of view: numerical accuracy and
execution time improvements with regard to the sequential algorithm. Finally, we show some conclusions and future work in Section 5.

2 Sequential Lee & Seung Algorithm for computing NNMF

The simplest approach for calculating NNMF was provided by Lee & Seung in [12]. The idea is quite simple and only involves matrix-matrix product type operations and componentwise matrix operations. That is the reason why it is an algorithm easy to implement. In [12] it is also shown the convergence of this algorithm to a solution of Equation (1). The algorithm has the advantage of its simplicity but also the disadvantages of slow convergence towards the solution or the obtention of a high residue if a small number of iterations are carried out.

Algorithm 1 Lee & Seung Algorithm (LSA)

| Inputs: | \( A \in \mathbb{R}^{m \times n}, A(i,j) \geq 0 \ \forall i, j \) |
| Outputs: | \( k \leq \min(m,n) \) |
| \( W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i,j), H(i,j) \geq 0 \ \forall i, j \) |

1: Choose random \( W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i,j), H(i,j) \geq 0 \)
2: for \( \text{cont} = 1, 2, ... \to \text{Convergence} \) do
3: \( B = W^TWH; C = W^TA; \)
4: \( D = WHH^T; E = AH^T; \)
5: for \( i = 1, 2, ..., k \) do
6: for \( j = 1, 2, ..., n \) do
7: \( H(i,j) = \frac{H(i,j)-C(i,j)}{B(i,j)} \)
8: end for
9: end for
10: for \( i = 1, 2, ..., m \) do
11: for \( j = 1, 2, ..., k \) do
12: \( W(i,j) = \frac{W(i,j)-E(i,j)}{D(i,j)} \)
13: end for
14: end for
15: end for

The main operations involved in the Lee & Seung Algorithm (LSA) are matrix multiplications (lines 3 and 4) and the elementwise matrix-matrix multiplications/divisions (lines 7 and 12, just inside loops 5 and 10 respectively). This results in a computational cost that
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can be expressed in flops per iteration as:

\[
T_{\text{SEQ}} = (4mnk + 2k(m + n)(k + 1)) \text{ (flops/iter)} \approx (4mnk + 2k^2(m + n)) \text{ (flops/iter)}.
\]

Other good approaches for calculating the NNMF are the alternating least squares methods [5], [7], [10]. One of the advantages of LSA is that the matrix solutions \( W \) and \( H \) can be used as inputs of a more costly alternating least squares method in order to accelerate its convergence.

One possibility to accelerate LSA and improve the error bounds for a fixed number of iterations, is to update matrix \( H \) with the newly computed version of the matrix \( W \). Now, the algorithm can be expressed as:

\[\text{Algorithm 2 Modified Lee & Seung Algorithm (MLSA)}\]

Inputs:
\[
A \in \mathbb{R}^{m \times n}, A(i, j) \geq 0 \forall i, j
\]

\( k \leq \min(m, n) \)

Outputs:
\[
W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i, j), H(i, j) \geq 0 \forall i, j
\]

1: Choose random \( W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i, j), H(i, j) \geq 0 \)

2: for cont = 1, 2, ... \rightarrow Convergence do

3: \( B = W^TWH; C = W^TA; \)

4: for \( i = 1, 2, ..., k \) do

5: for \( j = 1, 2, ..., n \) do

6: \( H(i, j) = \frac{H(i, j)C(i, j)}{B(i, j)} \)

7: end for

8: end for

9: \( D = WHH^T; E = AHT^T; \)

10: for \( i = 1, 2, ..., m \) do

11: for \( j = 1, 2, ..., k \) do

12: \( W(i, j) = \frac{W(i, j)E(i, j)}{D(i, j)} \)

13: end for

14: end for

15: end for

With this strategy, the cost per iteration remains the same but the number of iterations required for convergence is improved.
3 Parallelizing the Lee & Seung Algorithm

Since the highest cost operations in LSA are basically matrix-matrix products, the simplest approach to parallelize it is to use numerical linear algebra libraries. This option allows, first of all, validation of algorithms and realization of a performance analysis in terms of accuracy, number of iterations required for convergence, comparisons with other standard algorithms, etc. On the other hand, it provides a set of reference implementations, which allows to analyze other specific implementations, explicitly organized by the programmer, with regard to runtime, speedup or other parameters. The generic parallel algorithm is shown in Algorithm 3.

**Algorithm 3** Parallel Modified Lee & Seung Algorithm (PMLSA)

**Inputs:**
- $A \in \mathbb{R}^{m \times n}, A(i, j) \geq 0 \, \forall i, j$
- $k \leq \min(m, n)$

**Outputs:**
- $W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i, j), H(i, j) \geq 0 \, \forall i, j$

1: Choose random $W \in \mathbb{R}^{m \times k}, H \in \mathbb{R}^{k \times n}, W(i, j), H(i, j) \geq 0$
2: for $cont = 1, 2, \ldots \rightarrow$ Convergence do
3: $B = W^T WH; C = W^T A$; (using parallel version of _gemm_)
4: for $i = 1, 2, \ldots, k$, (using implemented parallel version ---multithreaded/kernel---) do
5: for $j = 1, 2, \ldots, n$ do
6: $H(i, j) = \frac{H(i, j) \cdot C(i, j)}{B(i, j)}$
7: end for
8: end for
9: $D = WHH^T; E = AH^T$; (using parallel version of _gemm_)
10: for $i = 1, 2, \ldots, m$ (using implemented parallel version ---multithreaded/kernel---) do
11: for $j = 1, 2, \ldots, k$ do
12: $W(i, j) = \frac{W(i, j) \cdot E(i, j)}{D(i, j)}$
13: end for
14: end for
15: end for

In the case of the parallel approach for dense matrices on multi-core processors, a threaded version of BLAS3/LAPACK have been used to design the parallel implementation. This has allowed the efficient use of CPU resources with multiple cores, as well as automatic organization of blocks of parallel algorithms.

In the case of the implementation on GPUs for dense matrices, we have utilized the CUBLAS library [15]. As in the case of LAPACK, it allows obtaining good reference algorithms for the SIMD (Single Instruction, Multiple Data) organization of the algorithms.
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implicit in this library.

In Algorithm 3, \texttt{gemm} denotes \texttt{cublasDgemm/dgemm} for CUBLAS/LAPACK general matrix multiplications.

4 Experimental analysis

We analyze in this section the performance of the proposed algorithms from two points of view: accuracy and speedup. The machine where the tests were run has one Intel(R) Core i7-3820 CPU working at a frequency of 3.6 GHz with 10240 kB of cache memory and 16 GB of main memory with hyperthreading capability, running a 64 bits Centos 6.4 Linux operating system with a 4.4.7 \texttt{gcc} version.

Besides, this machine incorporates a NVIDIA Kepler K20c GPU with 2496 cores and 4.7 GB of global memory. Its compute capability is 3.5 and the installed driver, SDK and toolkit version is 5.0.

Every result has been obtained with five tests (matrix \(A\) is uniformly distributed in the interval (0,1) and the initial values for \(W\) and \(H\) are the first \(k\) columns and rows of \(A\) respectively), discarding the best and the worst values and averaging the remaining intermediate ones. The double precision matrix multiplications have been computed using the Intel MKL Numerical Linear Algebra library release 11.0 threaded version using either one thread or the maximum (four—eight with hyperthreading—) number of threads. In the case of GPUs, matrix operations have been performed by using the CUDA CUBLAS library, version 5.0.

Table 1 summarizes some of the experimental results for algorithms based on the use of the aforementioned libraries using different versions. For several sizes of matrices (\(m = n =100, 500, 1000, 2000\) and \(4000\), with \(k = m/2\)) it is shown: root mean squared residual \(r\) (Matlab R2012b [13] implementation of NNMF algorithm using the multiplicative update version with the default number of 100 maximum iterations and our proposed MLSA version with 100 iterations too), runtime in ms (GPU version and 1 thread and maximum number of thread versions) and speedup (GPUs version versus 1 thread and maximum number of threads versions).

It can be observed that the root mean squared residual \(r\) of the proposed MLSA method is always less than the Matlab residual and it decreases when the problem size increases for both methods. Besides, the speedup remains approximately constant with the dimension of the problem when it becomes moderately large with values around 35 and 12 when either one thread or four threads respectively are used in the CPU.
## 5 Conclusion

Sequential and parallel implementations of (M)LSA have been developed for calculating the NNMF on parallel computers with multicore and GPU architectures. Although there are currently more powerful algorithms, this algorithm is still competitive in terms of accuracy, ease of implementation and good performance on parallel computers. It is also possible to use matrices obtained by this algorithm as input matrices to other more powerful algorithms such as alternating least squares methods.

The performance obtained by the algorithms developed are promising considering that the acceleration in the calculation of the NNMF is not done at the expense of losing precision. In this work we focus on algorithms based on the use of libraries for dense matrices (such as LAPACK for multi-core architectures or CUBLAS for many-core architectures). The sparse case, a more detailed description of the performance of dynamic type algorithms on GPUs, or comparisons with other more powerful algorithms are lines of work that will be addressed shortly.
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<table>
<thead>
<tr>
<th>$m = n$</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>2000</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r = \frac{</td>
<td></td>
<td>A-WH</td>
<td></td>
<td>_F}{\sqrt{m \cdot n}}$ (Matlab)</td>
<td>0.160</td>
</tr>
<tr>
<td>(MLSA)</td>
<td>0.157</td>
<td>0.191</td>
<td>0.199</td>
<td>0.204</td>
<td>0.205</td>
</tr>
<tr>
<td>$T_{GPU}$ (ms)</td>
<td>24</td>
<td>117</td>
<td>558</td>
<td>3516</td>
<td>26231</td>
</tr>
<tr>
<td>$T_{CPU}$ (ms) (1 thread)</td>
<td>35</td>
<td>2321</td>
<td>16201</td>
<td>120679</td>
<td>935508</td>
</tr>
<tr>
<td>(max. threads)</td>
<td>26</td>
<td>1141</td>
<td>6922</td>
<td>45172</td>
<td>324523</td>
</tr>
<tr>
<td>Speedup (1 thread)</td>
<td>1.5</td>
<td>19.8</td>
<td>29.0</td>
<td>34.3</td>
<td>35.7</td>
</tr>
<tr>
<td>(max. threads)</td>
<td>1.1</td>
<td>9.8</td>
<td>12.0</td>
<td>12.8</td>
<td>12.4</td>
</tr>
</tbody>
</table>

Table 1: Performance
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In this work we announce a characterization of almost strictly sign regular matrices using Neville elimination. Neville elimination is an elimination procedure that consists of making zeros in a column of a matrix by adding to each row an adequate multiple of the previous one.
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1 Introduction

Totally positive (TP) and sign regular (SR) matrices arise naturally in many areas of mathematics, statistics, economics, etc (see [3], [4], [10] and [11]). On the other hand, in some recent papers it has been shown that an elimination procedure, called Neville elimination, is very convenient when working with totally positive and sign regular matrices. Many properties of these matrices and its subclasses have been proved using this elimination procedure (see [6] and [7]).

Roughly speaking, Neville elimination consists of making zeros in a column of a matrix by adding to each row an adequate multiple of the previous one (see [5] for more details), instead of using just a row with a fixed pivot as in Gauss elimination. This process is an alternative to Gaussian elimination which has been proved to be very useful with totally positive matrices, sign regular matrices or other related types of matrices, without increasing the error bounds (see [2]). Furthermore, we show that using this procedure it is possible to obtain algorithms with high relative accuracy (HRA) for the computation of eigenvalues.
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and inverses of Pascal matrices (total nonnegative matrices) (see [1]). Other related results on HRA can be seen in [9].

In the last years different authors have studied the matrices strictly totally positive (STP) matrices, almost strictly totally positive (ASTP) matrices (see [7]), strictly sign regular (SSR) matrices or almost strictly sign regular (ASSR) matrices (see [8]).

In this work we announce some results about ASSR matrices. The main result characterizes ASSR matrices using Neville elimination.

2 Basic notations and auxiliary results

For \( k, n \in \mathbb{N} \) with \( 1 \leq k \leq n \), \( Q_{k,n} \) denotes the set of all increasing sequences of \( k \) natural numbers not greater than \( n \). For \( \alpha = (\alpha_1, \ldots, \alpha_k), \beta = (\beta_1, \ldots, \beta_k) \in Q_{k,n} \) and \( A \) an \( n \times n \) real matrix, we denote \( A[\alpha|\beta] \) the \( k \times k \) submatrix of \( A \) containing rows \( \alpha_1, \ldots, \alpha_k \) and columns \( \beta_1, \ldots, \beta_k \) of \( A \). If \( \alpha = \beta \), we denote by \( A[\alpha] := A[\alpha|\alpha] \) the corresponding principal minor. \( Q_{k,n}^0 \) denotes the set of increasing sequences of \( k \) consecutive natural numbers not greater than \( n \).

First we define the matrices type-I and type-II staircase.

\textbf{Definition 1} A matrix \( A = (a_{ij})_{1 \leq i,j \leq n} \) is called type-I staircase if it satisfies simultaneously the following conditions

- \( a_{11} \neq 0, a_{22} \neq 0, \ldots, a_{nn} \neq 0; \)
- \( a_{ij} = 0, i > j \Rightarrow a_{kl} = 0, \forall l \leq j, i \leq k; \)
- \( a_{ij} = 0, i < j \Rightarrow a_{kl} = 0, \forall k \leq i, j \leq l. \)

\textbf{Definition 2} A matrix \( A = (a_{ij})_{1 \leq i,j \leq n} \) is called type-II staircase if it satisfies simultaneously the following conditions

- \( a_{1,n} \neq 0, a_{2,n-1} \neq 0, \ldots, a_{n,1} \neq 0; \)
- \( a_{ij} = 0, j > n - i + 1 \Rightarrow a_{kl} = 0, \forall i \leq k, j \leq l; \)
- \( a_{ij} = 0, j < n - i + 1 \Rightarrow a_{kl} = 0, \forall k \leq i, l \leq j. \)

To describe clearly the zero pattern of a nonsingular matrix \( A \) type-I staircase (or type-II staircase, using the \( n \times n \) backward identity matrix \( P_n \)) we must introduce some notations. For a matrix \( A = (a_{ij})_{1 \leq i,j \leq n} \) type-I staircase, we denote

\[ i_0 = 1, \quad j_0 = 1, \quad (1) \]
for \( k = 1, \ldots, l \):
\[
\begin{align*}
i_k &= \max \left\{ i \mid a_{ik-1} \neq 0 \right\} + 1 \leq n + 1, \\
j_k &= \max \left\{ j \mid a_{ik} = 0 \right\} + 1 \leq n + 1,
\end{align*}
\]
where \( l \) is given in this recurrent definition by \( j_l = n + 1 \).

Analogously we denote
\[
\begin{align*}
\hat{j}_0 &= 1, \\
\hat{i}_0 &= 1
\end{align*}
\]
for \( k = 1, \ldots, r \):
\[
\begin{align*}
\hat{j}_k &= \max \left\{ j \mid a_{ik_{k-1}} \neq 0 \right\} + 1 \leq n + 1, \\
\hat{i}_k &= \max \left\{ i \mid a_{i0_k} = 0 \right\} + 1 \leq n + 1,
\end{align*}
\]
where \( \hat{r}_r = n + 1 \).

Finally, we denote by \( I, J, \hat{I} \) and \( \hat{J} \) the following sets of indices, thereby defining the zero pattern in the matrix \( A \):
\[
\begin{align*}
I &= \{ i_0, i_1, \ldots, i_l \}, \\
\hat{I} &= \{ \hat{i}_0, \hat{i}_1, \ldots, \hat{i}_r \}, \\
J &= \{ j_0, j_1, \ldots, j_l \}, \\
\hat{J} &= \{ \hat{j}_0, \hat{j}_1, \ldots, \hat{j}_r \}.
\end{align*}
\]

**Definition 3** Given a matrix \( A = (a_{ij})_{1 \leq i, j \leq n} \) type-I (type-II) staircase, we say that a submatrix \( A[\alpha|\beta] \), with \( \alpha, \beta \in Q_{m,n} \) is nontrivial if all its main diagonal (secondary diagonal) elements are non-zero.

The minor associated to a nontrivial submatrix \( (A[\alpha|\beta]) \) is called nontrivial minor \( (\det A[\alpha|\beta]) \).

Next, we define the SR, SSR and ASSR matrices, and finally we present the characterization performed in [8] for ASSR matrices (see Theorem 10, pp 4184).

**Definition 4** Given a vector \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \in \mathbb{R}^n \), we say that \( \varepsilon \) is a signature sequence, or simply, is a signature, if \( |\varepsilon_i| = |\pm 1| = 1, \forall i \in \mathbb{N}, i \leq n \).

**Definition 5** A real matrix \( A \in \mathbb{R}^{n \times n} \) is said to be SR, with signature \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \), if all its minors satisfy that
\[
\varepsilon_m \det A[\alpha|\beta] \geq 0, \quad \alpha, \beta \in Q_{m,n}, \quad m \leq n.
\]

**Definition 6** A real matrix \( A \in \mathbb{R}^{n \times n} \) is said to be SSR, with signature \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \), if all its minors satisfy that
\[
\varepsilon_m \det A[\alpha|\beta] > 0, \quad \alpha, \beta \in Q_{m,n}, \quad m \leq n.
\]
**Definition 7** A real matrix $A_{n \times n}$ is said to be ASSR, with signature $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$, if all its nontrivial minors $\det A[\alpha|\beta]$ satisfy that

$$
\varepsilon_m \det A[\alpha|\beta] > 0, \quad \alpha, \beta \in Q_{m,n}, \quad m \leq n.
$$

(9)

**Theorem 1** Let $A$ a real matrix $n \times n$ and $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$ be a signature. Then $A$ is nonsingular ASSR with signature $\varepsilon$ if and only if $A$ is a type-I or type-II staircase matrix, and all its nontrivial minors with $\alpha, \beta \in Q^0_{m,n}, m \leq n$, satisfy

$$
\varepsilon_m \det A[\alpha|\beta] > 0.
$$

(10)

### 3 Main results

Let $A = (a_{ij})_{1 \leq i,j \leq n}$ be a $n \times n$ matrix and $h = 1, \ldots, n - 1$, we denote by $A_h$ the matrix defined as

$$
A_h := (a^h_{ij})_{1 \leq i,j \leq n-h+1}, \quad a^h_{ij} := a_{i+h-1,j+h-1}.
$$

(11)

Analogously, the transpose of $A_h$, i.e. $A^T_h$, is denoted as

$$
A^T_h := (a^{T,h}_{ij})_{1 \leq i,j \leq n-h+1}, \quad a^{T,h}_{ij} := a_{j+h-1,i+h-1}.
$$

(12)

In the following two results, we announce necessary conditions for nonsingular ASSR type-I and type-II staircase matrices, respectively.

**Theorem 2** Let $B = (b_{ij})_{1 \leq i,j \leq n}$ be a nonsingular type-I staircase matrix, with zero pattern defined by $I$, $J$, $\hat{I}$, $\hat{J}$. If $B$ is ASSR with signature $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$, then the Neville elimination of $B$ can be performed without row exchanges and the pivots $p_{ij}$ satisfy, for any $1 \leq j \leq i \leq n$,

$$
p_{ij} = 0 \iff b_{ij} = 0
$$

(13)

$$
\varepsilon_{j-j_i} \varepsilon_{j-j_{i+1}} p_{ij} > 0 \iff b_{ij} \neq 0
$$

(14)

where $\varepsilon_0 = 1$,

$$
j_t = \max \{ j_s \mid 0 \leq s \leq k-1, \ j_j-j_s \leq i_i - i_s \}
$$

(15)

and $k$ is the only index satisfying that $j_{k-1} \leq j < j_k$.

**Theorem 3** Let $B = (b_{ij})_{1 \leq i,j \leq n}$ be a nonsingular type-II staircase matrix, with zero pattern defined by $I$, $J$, $\hat{I}$, $\hat{J}$. If $B$ is ASSR with signature $\varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n)$, then the Neville elimination of $B^T$ can be performed without row exchanges and the pivots $q_{ij}$ satisfy, for any $1 \leq i \leq j \leq n$,

$$
q_{ij} = 0 \iff b_{ij} = 0
$$

(16)
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\[ \varepsilon_{i-h}e_{i-k} > 0 \iff b_{ij} \neq 0 \] (17)

where \( \varepsilon_0 = 1 \),

\[ \hat{i}_k = \max \left\{ \hat{i}_s / 0 \leq s \leq k - 1, i - \hat{i}_s \leq j - \hat{j}_s \right\} \] (18)

and \( k \) is the only index satisfying that \( \hat{i}_{k-1} \leq i < \hat{i}_k \).

Finally, in the following two results we characterize all ASSR matrices through Neville elimination.

**Theorem 4** A nonsingular matrix \( A = (a_{ij})_{1 \leq i,j \leq n} \) is ASSR with signature \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \), with \( \varepsilon_2 = 1 \) if and only if for every \( h = 1, \ldots, n-1 \) the following properties hold simultaneously:

(i) \( A \) is type-I staircase;

(ii) the Neville elimination of the matrices \( A_h \) and \( A_h^T \) can be performed without row exchanges;

(iii) the pivots of the Neville elimination of \( A_h \) satisfy conditions corresponding to (13), (14), and the pivots of the Neville elimination of \( A_h^T \) satisfy (16) and (17);

(iv) for the positions \((i^h, j^h)\) of matrix \( A_h \):

- if \( i^h \geq j^h \) and \( i^h - j^h = i^h_t - j^h_t \) then \( \varepsilon_{j^h - j^h_t} e_{j^h - j^h_t + 1} = \varepsilon_{j^h - j^h_t} e_{j^h} \),

- if \( i^h < j^h \) and \( i^h - j^h = \hat{i}^h_t - \hat{j}^h_t \) then \( \varepsilon_{\hat{i}^h - \hat{i}^h_t} e_{\hat{i}^h - \hat{i}^h_t + 1} = \varepsilon_{\hat{i}^h - \hat{i}^h_t} e_{\hat{i}^h} \),

where indices \( i^h_t, j^h_t, \hat{i}^h_t, \hat{j}^h_t \) are given by conditions corresponding to (15) and (18).

**Theorem 5** Let \( P_n \) be the \( n \times n \) backward identity matrix. A nonsingular matrix \( A = (a_{ij})_{1 \leq i,j \leq n} \) is ASSR with signature \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_n) \), with \( \varepsilon_2 = -1 \) if and only if for every \( h = 1, \ldots, n-1 \) the following properties hold simultaneously:

(i) \( B = P_n A \) is type-I staircase;

(ii) the Neville elimination of the matrices \( B_h = P_n A_h \) and \( B_h^T = P_n A_h^T \) can be performed without row exchanges;

(iii) the pivots \( p_{ij}^h \) of the Neville elimination of \( B_h \) satisfy conditions corresponding to (13), (14), and the pivots \( q_{ij}^h \) of the Neville elimination of \( B_h^T \) satisfy (16) and (17);

(iv) for the positions \((i^h, j^h)\) of matrix \( P_n A_h \):

- if \( i^h \geq j^h \) and \( i^h - j^h = i^h_t - j^h_t \) then \( \varepsilon_{j^h - j^h_t} e_{j^h - j^h_t + 1} = \varepsilon_{j^h - j^h_t} e_{j^h} \),

- if \( i^h < j^h \) and \( i^h - j^h = \hat{i}^h_t - \hat{j}^h_t \) then \( \varepsilon_{\hat{i}^h - \hat{i}^h_t} e_{\hat{i}^h - \hat{i}^h_t + 1} = \varepsilon_{\hat{i}^h - \hat{i}^h_t} e_{\hat{i}^h} \),

where indices \( i^h_t, j^h_t, \hat{i}^h_t, \hat{j}^h_t \) are given by conditions corresponding to (15) and (18).
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Abstract

We introduce a key agreement protocol based on the Diffie-Hellman key exchange protocol for elliptic curves that do not need the existence of a PKI infrastructure. The protocol is suitable light devices with low computational and storage capabilities where mobile devices can directly authorize other mobile devices to exchange keys to access a service of system in a secure and authenticated manner.
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1 Introduction

Mobile authentication in an insecure channel is nowadays an important issue due to the huge growth of applications for mobile devices in our society. Although authentication can be implemented using traditional public key cryptography ([7], [2]), due to the low computational resources of most mobile devices, cryptosystems using modular exponentation are rarely implemented, so this traditional cryptography is being substituted by the so called Elliptic Curve Cryptosystems (ECC) introduced in [3] and [4], mainly due the new standards for public key cryptography recommended in [5].

ECC shows significant advantages concerning key sizes and fast computations, so it shows to be a great alternative due to its higher efficiency and low requirements for key length. Thus an ECC based authentication protocol shows to be more suitable for mobile devices.
However ECC also needs a public key infrastructure to maintain certificates and when the number of user increases, the store requirements grow and also the number of such certificates. Moreover, when implementing an authenticated key agreement protocol, the corresponding public key of each party should be authenticated. Therefore, since deploying a PKI system is not easy, some alternatives has been considered as identity based key agreement protocols as those given in [1], [6] or [8].

Most of them have been proven to be unsecure against some kind of attack, but the main problem that we have to face off is efficiency. Our aim in this paper is to introduce a new authenticated key agreement protocol based on the Diffie-Hellman problem for elliptic curves where users can play different roles and trusting is based on the roles based by these users.

2 The protocol

The protocol is divided into four different phases: initialization, key generation, key registration, authentication and key revocation and where participants may play four different roles: administrator, super user, visitor user and guard.

There exist two basic rules in the protocol: on one hand we have the key owners, that will be administrator, super users and the visitor users; on the other hand, the key verifiers, that will be the guards. Among the keys we will have three different grades: those belonging to the administrator and super user will be called master keys and the others will be visitor keys. Thus the roles played for every participant will determine the attributes of each one, i.e., access to a determined system and/or capability to generate other keys. Concerning this second issue, those holding a master key will be allowed to generate other master key or a visitor key and those holding a visitor key will not be allowed to generate any key.

2.1 Initialization

Each guard system \( G \) will match at least one administrator \( A \). The initialization phase will be developed under a secure channel and will consist on the following steps:

1. \( A \) chooses an elliptic curve \( E \), \( P \in E \) and an integer \( r_A \) and computes \( Q_A = r_A P \).
2. \( A \) sends a message to \( G \) consisting in \( Q_A || P || E || ID_A \).
3. \( G \) chooses \( r_G \), computes \( Q_G = r_G P \) and stores \( K_{AG} = r_G Q_A \)
4. \( G \) sends back a message to \( A \) consisting in \( ID_G || Q_G \).
5. \( A \) stores \( K_{AG} = r_A Q_G \)

Thus the common key among \( A \) and \( G \) will be \( K_{AG} \).
2.2 Key generation

When a user $U$ wishes access to any system or service whose guard is $G$ then he demands either a master key or a visitor key to an administrator $A$ or a super user $S$. Let us assume that the request is sent to $A$, who is sharing $K_{AG}$. This phase is given by the following steps:

1. $U$ chooses an elliptic curve $E$, $P \in E$ and an integer $r_U$ and computes $Q_U = r_U P$.
2. $U$ sends a message to $G$ consisting in $\text{KeyGen}||Q_U||P||E||ID_G||ID_U$.
3. $A$ chooses $r_A$ and computes $Q_A = r_A P$, $K_{AS} = r_A Q_U$, $C = E_{K_{AG}}(Q_U, ID_G, ID_A, P, E, VT_U)$ and $H_A = E_{K_{AS}}(C)$, where $VT_U$ will determine a valid time to use the demanded key. $A$ may also store $K_{AS}$ for future secure communications with $U$.
4. $A$ sends a message to $U$ consisting in $C||H_A||Q_A$.
5. $U$ computes $K_{AS} = r_U Q_A$ and $D = E_{K_{AS}}(C)$, verifies that $D = H_A$ and stores $C$.

2.3 Key Registration

In this phase the user $U$ will demand access to the system or service whose guard is $G$ via the information $C$ that $U$ received from $A$ and at the end, both $G$ and $U$ will share a common key to either establish secure communications or $U$ (depending on his role), can generate new keys for other users to give access to the system given by $G$. The steps forming this phase are:

1. $U$ chooses $Q \in E$ and an integer $s_U$ and computes $R_U = s_U Q$.
2. $U$ sends a message to $G$ consisting in $\text{KeyReg}||C||ID_A||ID_U||Q||R_U||E$.
3. $G$ gets the information given in $C$ using $K_{AG}$, verifies its identity $ID_G$, that $A$ is authenticated with him, validity of $VT_U$ and $E$. He also gets $Q_U$ and $P$.
4. $G$ chooses two integers $u'_G$ and $r'_G$ and computes the following:

- $R'_G = u'_G Q$.
- $S'_G = u'_G R_U$.
- $K = h(S'_G)$ for $h$ a hash function.
- $R'_G = r'_G P$.
- $K_{UG} = r'_G W_U$. 
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- \( J = E_K(K_{UG}) \).

5. \( G \) sends a message to \( U \) consisting in \( R_G || K || R_G' || J \).

6. \( U \) computes \( D = s_U R_G \) and \( h(D) \)

7. \( U \) verifies that \( h(D) = K \).

8. \( U \) computes \( F = s_U R'_G \) and \( E_K(F) \), verifying that \( E_K(F) = J \).

9. \( U \) stores \( F = K_{UG} \).

Now \( K_{UG} \) will be use either to authenticate \( U \) when trying to access the system whose guard is \( G \) as we will show in the next or to generate new master or visitor keys as introduced before.

2.4 Authentication

Authentication is the phase that grants access to any system or service supervised by \( G \). The guard \( G \) will authenticate any key owner \( U \) via their shared key using a typical challenge method.

1. \( U \) sends a message to \( G \) consisting in \( Auth || ID_U \).

2. \( G \) checks validity \( T_{U} \), i.e., time of access to the service for \( U \), chooses an integer \( r \) randomly and sends back the message \( ID_G || r \).

3. \( U \) computes and sends the message \( n = E_{K_{AG}}(r) \).

4. \( G \) grants the access in case \( n = E_{K_{AG}}(r) \).

2.5 Key Revocation

Key Revocation could be necessary as in the case of compromosing the master key of any user. Thus every key that was created from this user could also be compromised and so, all them should be revoked. The idea is then simple: we just have to represent every key in a directed graph where parent vertexes correspond to key generators and child vertexes to key requestor. Then if a key should be revoked as well as every key generated from the corresponding user to the first one, we will revoke this key and all the keys of users in its child vertexes.
3 Implementation aspects

As exposed in the previous sections, the usage of elliptic curves has the main advantage of being suitable for computation in embedded devices and sensor networks (mainly because the length of the keys is not as big in bytes- as it is in other cryptographic methods).

Implementing solutions where the higher range of devices is achieved, is a must in current developments; this, added to the need of focusing in low power consumption devices and mobile devices as they are the mainstream devices in market, such developments should be considered in an efficient and multiplatform language. Java, is a multiplatform programming language with strong components devoted to Internet connectivity, wich is a desirable issue- but it is also a definition for an abstract model for a computing platform, this has two direct consequences, the former is that the code written once (unless using special directives or libraries to use accelerators such as GPUs- or using assembler such as Oolong- to accelerate complex operations that lacks performance during the JIT stage) executes everywhere (including ARM embedded platforms, see [12]). And the latter, is that no matter what the device the code is ran on, the specification is optimized for it, and the code is run with warranties of being efficient in a high percentage. An example of such optimized virtual machines for embedded devices that enable ECC in them is the Squawk VM, which is a result of efforts to write a J2ME CLDC [10] compliant Java Virtual Machine, in Java, which provides OS level mechanisms for embedded devices, portability and debugging of the VM. It is primarily written in Java, and is compliant with the Connected Limited Device Configuration (CLDC) 1.1 Java Micro Edition (Java ME) configuration [11]. The fact that it runs without the need for an operating system is commonly known as running on the bare metal [9]. Nevertheless, when facing the arithmetic underneath the exposed protocols (namely, scalar and points products, inversions, signatures,) some optimizations may be necessary in order to allow embedded processors face the computation required, as in [12] where authors modify existing algorithms to use less storage space for precomputed values and to accelerate the execution in an ARM processor. As known, the performance of the elliptic curve cryptosystem (ECC) deeply depends on the computation of scalar multiplication. Thus, how to speed up the computation of the elliptic curve scalar multiplication is a significant issue. In [12], Lim and Lee, proposed a more flexible precomputation method used in wireless networks environments for speeding up the computation of exponentiation. This method can be also used for speeding up the scalar multiplication of elliptic curves. Authors, in [12], used the Java language to design the user interface of the ECDSA-like system, and their implementation experienced significative improvements. Therefore, an efficient method to secure information through ECC is feasible of being implemented in a very easy and reusable manner via the Java programming language and virtual machine, and being ported to a wide range of computing platforms ranging from supercomputers to mobile devices (ARM), sensor networks, and so on. Added to this, it is worth to cite the
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resources (libraries) available to developers to manage concurrence and security (message digest, ) in an almost transparent way.
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Abstract

The conservative method of calculating the Boltzmann collision integral for simple gases, gas mixtures and gases with rotational degrees of freedom of molecules is presented. The method is applied to two fundamental rarefied gas problems: the heat transfer problem, and the problem of the shock wave structure.
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1 Introduction

Simulation of gas flows in microdevices and vacuum equipment, calculation of flows over aircraft in the upper atmosphere, analysis of processes in the shock front region and solution of many other problems, where the characteristic flow size is comparable with the mean free path of gas molecules, require application of kinetic theory methods and solution of the Boltzmann equation.

Numerical solution of this equation is a complicated task due to its high dimensionality and difficulties with calculating the multidimensional nonlinear collision integral. Today, the following methods of numerical solution or replacement of the Boltzmann equation are known:
statistical simulation methods [1]. They are characterized by significant statistical noise making it difficult to obtain highly accurate solutions.

- numerical analysis method based on expansion of the distribution function in polynomials and calculation of the collision integral from the approximation obtained. This method proved to be useful for one-dimensional shock wave structure problems [2], [3] and heat transfer problems [4], but it is very time-consuming and not conservative. The method has not been used for 2D or 3D flows.

- discrete-velocity methods that consider only those molecular collisions which initial and final velocities belong to the selected velocity grid. These methods allow obtaining results not affected by statistical noise as is the case of statistical simulation methods. The solution convergence to the exact solution of the Boltzmann equation at higher discretization of the velocity space has been proved [5], however, the convergence is slow, which calls for significant computing resources to obtain somewhat reliable results.

- spectral methods. The basic approaches are described in [7] and [6]. An attempt to resolve the spectral methods conservatism issue is presented in [8]. Earlier works consider only spatially uniform problems, but in recent years the spectral method was also applied to one-dimensional in the physical space problems.

- projection method [9]. This is a discrete ordinate method which key feature is the conservative projection method of computing the collision integral, which provides for strict fulfillment of conservation laws, non-negative solution, and zero value of the collision integral of the Maxwellian distribution function. The method has been used successfully for calculation of both supersonic flows [10] and slow flows only slightly deviating from the thermodynamic equilibrium state [11].

The present work is devoted specifically to the conservative projection method of calculating the Boltzmann collision integral. The method is described in the following section. It is presented as applied to a single-component monoatomic gas and generalized for a gas mixture. A modification of the conservative projection method, the multipoint projection method, is presented for a mixture of gases differing greatly in molecular masses. For diatomic molecules, there is described a method of solving the generalized Boltzmann equation that takes into account the exchange of translational and rotational energy of molecules. The method uses pre-calculated differential cross-sections of collisions of molecules with rotational degrees of freedom, which makes the calculations more realistic compared to those presented in [12], where a two-stage model of inelastic collision and a probabilistic model of transitions between rotational levels [13] are considered.

Particular attention in the work is given to the use of realistic molecule interaction potentials, which allowed making a comparison between numerical results and experimental
data. This is discussed in Section 3 that considers two fundamental rarefied gas problems: the heat transfer problem, and the problem of finding the shock wave structure.

2 Conservative projection method of calculating the collision integral

2.1 The method for a simple gas

The approximation of the collision integral is built for a simple gas as follows:

\[ I(\xi) = \int \left( f(\xi')f(\xi') - f(\xi)f(\xi) \right) g\sigma(\theta, g) \, d^2n \, d^3\xi. \]

Here \( \xi, \xi_1 \) are pre-collision velocities of the molecules, \( g = |g|, g = \xi_1 - \xi \) is the relative velocity vector, \( \xi' = 0.5g - 0.5gn, \xi'_1 = 0.5g + 0.5gn \) are post-collision velocities of the molecules, \( n \) is the unit vector of the direction of scattering, \( \sigma(\theta, g) \) is the scattering cross-section that in the general case depends on the normal angle \( \cos \theta = (n, g)/g \) and the absolute value of relative velocity \( g \). For the hard-sphere model the cross-section is a constant \( \sigma(\theta, g) = 4\pi d^2 \), where \( d \) is the hard sphere diameter.

When the Boltzmann equation is solved numerically in the velocity space, there is selected domain \( \Omega \) of volume \( V \) where a grid of equally spaced velocity nodes \( \{\xi_1\}, \gamma = 1, \ldots, N \) is built. On the generated grid, the distribution function and collision integral are represented in the basis of \( \delta \)-functions in the following form:

\[ f(\xi) = \frac{V}{N} \sum_{\gamma=1}^{N} f_\gamma \delta(\xi - \xi_\gamma), \quad I(\xi) = \frac{V}{N} \sum_{\gamma=1}^{N} I_\gamma \delta(\xi - \xi_\gamma). \]

The symmetry property allows rearranging the collision integral into the form

\[ I_\gamma = \int \left( \delta(\xi - \xi_\gamma) + \delta(\xi_1 - \xi_\gamma) - \delta(\xi'_1 - \xi_\gamma) - \delta(\xi'_1 - \xi_\gamma) \right) \times \]
\[ \times \left( f(\xi'_1)f(\xi'_1) - f(\xi_1)f(\xi_1) \right) g\sigma(\theta, g) \, d^2n \, d^3\xi_1. \]

For calculation of the symmetrized collision integral, there is used a uniform 8-dimensional cubature Korobov grid [14] of nodes in space \( \xi_{\alpha_\nu}, \xi_{\beta_\nu}, n_\nu, \nu = 1, \ldots, N_\nu \) which nodes \( \xi_{\alpha_\nu}, \xi_{\beta_\nu} \) coincide with the nodes of the velocity grid.

Since post-collision velocities are not in the grid nodes, the last two \( \delta \)-functions in the projector are replaced with a combination of projectors into two pairs of nodes \( (\xi_{\lambda_\nu}, \xi_{\lambda_\nu+s_\nu}) \) and \( (\xi_{\mu_\nu}, \xi_{\mu_\nu-s_\nu}) \) nearest to \( \xi_{\alpha_\nu} \) and \( \xi_{\beta_\nu} \), respectively, where \( s_\nu \) is the 3D vector of displacement to the neighboring grid node, which components can take values of 0, 1, -1

\[ \begin{aligned} 
\delta(\xi'_1 - \xi_\gamma) &= (1-r_\nu)\delta(\xi_{\lambda_\nu} - \xi_\gamma) + r_\nu\delta(\xi_{\lambda_\nu+s_\nu} - \xi_\gamma), \\
\delta(\xi_1 - \xi_\gamma) &= (1-r_\nu)\delta(\xi_{\mu_\nu} - \xi_\gamma) + r_\nu\delta(\xi_{\mu_\nu-s_\nu} - \xi_\gamma). 
\end{aligned} \]
Such a replacement means that contributions to the collision integral in non-nodal points \( \xi' \) and \( \xi'_1 \) are distributed among pairs of the nearest grid nodes. The coefficient \( r_\nu \) is found in view of the energy conservation law \( \delta^2_{\alpha,\nu} + \xi^2_{\beta,\nu} = (1 - r_\nu)(\xi^2_{\alpha,\nu} + \xi^2_{\beta,\nu}) + r_\nu (\xi^2_{\lambda,\nu + s_\nu} + \xi^2_{\mu,\nu - s_\nu}) \).

The law of conservation of momentum is automatically fulfilled for the uniform grid with the symmetric choice of projection nodes as described above. The collision integral calculation formula takes the form

\[
I_\gamma = \sum_{\nu=1}^{N_\nu} B_\nu (-\delta_{\gamma,\alpha,\nu} + \delta_{\gamma,\beta,\nu}) + (1 - r_\nu)(\delta_{\gamma,\lambda,\nu} + \delta_{\gamma,\mu,\nu}) + r_\nu (\delta_{\gamma,\lambda,\nu + s_\nu} + \delta_{\gamma,\mu,\nu - s_\nu}) \times
\]

\[
\times (f(\xi'_1)f(\xi') - f_{\alpha,\nu}f_{\beta,\nu})\xi_{\beta,\nu} - \xi_{\alpha,\nu}),
\]

where \( \delta_{\alpha,\beta} = \begin{cases} 1, & \alpha = \beta, \\ 0, & \alpha \neq \beta \end{cases} \) is the Kronecker symbol, and \( f_{\alpha,\nu} = f(\xi_{\alpha,\nu}), \ f_{\alpha,\nu} = f(\xi_{\beta,\nu}) \) are values of the grid distribution function.

Various interpolation types can be used to calculate \( f(\xi'_1)f(\xi') \), but the preferred one is polynomial

\[
f(\xi'_1)f(\xi') = (f_{\alpha,\nu}f_{\mu,\nu})^{1-r_\nu}(f_{\lambda,\nu + s_\nu}f_{\mu,\nu - s_\nu})^{r_\nu},
\]

that provides for zero value of the collision integral of the Maxwellian distribution function and fulfillment of the Boltzmanns H-theorem for the discretized equation.

At the time step \( \tau \) the Boltzmann equation is solved using the symmetric scheme of splitting into the advection operator \( T_{\Delta t/2} \) and relaxation collision operator \( C_{\Delta t} \):

\[
f_{\Delta t} = T_{\Delta t/2}(C_{\Delta t}T_{\Delta t/2}(f_0))
\]

The relaxation equation is integrated using a scheme that has correct asymptotics at \( t \to \infty \). Let us write the equation in the integral form, having introduced intermediate time values \( t_\nu = t_0 + \tau \nu/N_1 \) and intermediate values of \( f^{\gamma,\nu} \), where \( f^{\gamma,\nu}|_{\nu=0}, \ldots, f^{\gamma,\nu}|_{\nu=N_1} \) are distribution functions at time \( t_0, \ldots, t_0 + \tau, \) respectively

\[
f^{\gamma,N_1} = f^{\gamma,0} + \int_{t_0}^{t_0+\tau} \Gamma^{\gamma,0} dt = f^{\gamma,0} + \sum_{\nu=1}^{N_1} \int_{t_0+\tau(\nu-1)/N_1}^{t_0+\tau \nu/N_1} \Gamma^{\gamma,0} dt,
\]

which is rewritten as the continuous computation scheme

\[
f^{\alpha,\nu} = f^{\alpha,\nu-1} - \tau B_\nu \Delta_\nu g_\nu, \quad f^{\beta,\nu} = f^{\beta,\nu-1} - \tau B_\nu \Delta_\nu g_\nu, \quad f^{\gamma,\nu} = f^{\gamma,\nu-1} + (1 - r_\nu) B_\nu \Delta_\nu g_\nu, \quad f^{\alpha,\nu} = f^{\alpha,\nu-1} + (1 - r_\nu) B_\nu \Delta_\nu g_\nu, \quad f^{\beta,\nu} = f^{\beta,\nu-1} + (1 - r_\nu) B_\nu \Delta_\nu g_\nu,
\]

where \( \Delta_\nu = (f_{\lambda,\nu}f_{\mu,\nu})^{1-r_\nu}(f_{\lambda,\nu + s_\nu}f_{\mu,\nu - s_\nu})^{r_\nu} - f_{\alpha,\nu}f_{\beta,\nu}, \ B_\nu = \pi \sigma(\theta_\nu, g_\nu)V N_1/N_1. \)

In problems where the interaction potential differs from the hard-sphere potential, collision cross-sections \( \sigma(\theta, g) \) are calculated in advance by the trajectory method and stored in the form of grid dependence \( \sigma(\theta, g) \). When the Boltzmann equation is being solved, the cross-section for specified \( \theta, g \) is restored by interpolation of the grid dependence values \( \sigma(\theta, g) \).
2.2 The projection method for a gas mixture

For a gas mixture, the Boltzmann equation takes the form:

$$\frac{\partial f_i}{\partial t} + \frac{p}{m_i} \frac{\partial f_i}{\partial x} = \sum_j \int \left( f_j(p'_1)f_i(p') - f_j(p_1)f_i(p) \right) g_{ij}\sigma(\theta, g_{ij}) d^2n d^3p_1.$$  

where $f_i$ is the function of distribution of molecules of type $i$, $i = 1 \ldots N$ by momenta.

The projection method described above can also be used for calculation of the collision integral for a gas mixture. The only requirement that shall be met for the sake of conservativeness is the change from the velocity distribution function to the momentum distribution function, and the grid step in the momentum space $\Delta p_i = \Delta p$, $i = 1 \ldots N$ for each component in the gas mixture.

Then, as in the case of the simple gas, each momentum after collisions is projected on two nodes in the grid, which makes the method conservative in terms of energy. Conservativeness in terms of momentum is achieved by symmetric choice of nodes in the grid.

The method works well at medium ratios of molecular masses of the mixture components (see [16], [15]), however, the equality of steps in momentum grids results in the increased number of nodes in the grids for heavy components of the mixture. The number of nodes increases according to relation $N_i \sim (m_i/m_{\min})^{3/2}$. For example, the calculation for a helium-argon mixture with the mass ratio $m_{\text{He}}/m_{\text{Ar}} = 1/10$ results in a 30-times increase of the grid, which increases dramatically the intensity of the calculations.

To remove this shortcoming of the method, let us consider momentum grids with uniform step $\Delta p_i$ that however differs for each component, and perform projection of the contributions independently for each component of the mixture.

After presentation of the distribution function and collision integral in the basis of $\delta$-functions, reduction of the collision integral to the symmetrical form, and application of the Korobov cubature grid $p_{\alpha_v}, p_{\beta_v}, n_v$, the expression for calculation of the collision integral acquires the form

$$I_i(p_\gamma) = \sum_j \sum_{v=1}^{N_v} B_v \left( \delta(p' - p_\gamma) + \delta(p'_1 - p_\gamma) + \delta(p_{\alpha_v} - p_\gamma) - \delta(p_{\beta_v} - p_\gamma) \right) \times$$

$$\times \left( f_j(p'_1)f_i(p') - f_i(p_{\alpha_v})f_j(p_{\beta_v}) \right) \left| \frac{p_{\alpha_v}}{m_i} - \frac{p_{\beta_v}}{m_j} \right|$$

where $\delta(p_{\alpha_v} - p_\gamma) = \delta_{\alpha_v,\gamma}$, $\delta(p_{\beta_v} - p_\gamma) = \delta_{\beta_v,\gamma}$, Kronecker symbols, and $f_i(p_{\alpha_v}) = f_{i,\alpha_v}$, $f_j(p_{\beta_v}) = f_{j,\beta_v}$ values of the grid distribution function. As in the case of simple gas, the following expressions shall be determined by means of the projection procedure: $\delta(p' - p_\gamma)$, $\delta(p'_1 - p_\gamma)$, $f_i(p')$, $f_j(p'_1)$.

To provide for conservation of mass, three components of momentum and energy, the minimum number of projection nodes equals to five. The projection stencil used $\Lambda_5 = \ldots$
{0, i, j, k, 5} is shown in Fig. 1, where \( s_{\lambda v} = (p_{\lambda v} - p')/\Delta p \), \( s_{\mu v} = (p_{\mu v} - p'_1)/\Delta p \), and \( p_{\lambda v}, p_{\mu v} \) are momenta on the grid nearest to \( p', p'_1 \).

It should be noted that all five projection nodes shall not be chosen from the vertices of the cube to which momentum \( p' \) belongs, for otherwise an inconsistent system of algebraic equations for projection coefficients will be obtained. The projection coefficients that define presentation of \(-\)functions in the form

\[
\delta(p' - p_{\gamma}) = \sum_{a \in \Lambda} r_{\lambda,a} \delta_{\lambda v + s_{\mu v}, \gamma} \tag{8}
\]

where \( s_a \) is the vector of displacement of the \( a \)-th stencil node, are

\[
r_{\lambda,0} = 1 - \frac{1}{3}p - \frac{2}{3}q, \quad r_{\lambda,i} = |s_{\lambda x}| + r_{\lambda,5}, \quad r_{\lambda,j} = |s_{\lambda y}| + r_{\lambda,5}, \quad r_{\lambda,k} = |s_{\lambda z}| + r_{\lambda,5}, \quad p = |s_{\lambda x}| + |s_{\lambda y}| + |s_{\lambda z}|, \quad q = s_{\lambda x}^2 + s_{\lambda y}^2 + s_{\lambda z}^2.
\]

Through direct substitution of contribution coefficients in expressions below, we can see that the scheme presented herein possesses the conservation property:

\[
\sum_{a \in \Lambda} r_{\lambda,a} = 1, \quad \sum_{a \in \Lambda} r_{\lambda,a} p_{\lambda + s_{a}} = p', \quad \sum_{a \in \Lambda} r_{\lambda,a} p_{\lambda + s_{a}}^2 = p'^2.
\]

The stencils can also be built on a larger number of neighboring nodes, which will additionally conserve the tensor of the flux of momentum and the energy flux vector at projection [17].

Values of distribution functions \( f_i(p') \) and \( f_j(p'_1) \) are found by interpolation of the nodal distribution function. The interpolation used is similar to the polynomial interpolation (2) and possesses the same property of zero collision integral of the Maxwellian function

\[
f_i(p') = \prod_{a \in \Lambda} (f(p_{\lambda + s_{a}}))^{r_{\lambda,a}}. \tag{9}
\]

Eventually, the formula for calculating the collision integral takes the form (7), where undefined expressions are calculated by formulas (8) and (9).
2.3 The projection method for a gas with rotational degrees of freedom

Behavior of a diatomic gas which molecules have rotational degrees of freedom is described at the kinetic level by the generalized Boltzmann equation [12]:

\[
\frac{\partial f_i}{\partial t} + \xi \frac{\partial f_i}{\partial \mathbf{x}} = \sum_{j,k,l} \int \left( w_{ij}^{kl} f_i(\xi_1) f_k(\xi_1') - f_j(\xi_1) f_i(\xi_1) \right) g_{ij}(\theta, g_{ij}) d^2 \mathbf{n} d^3 \xi_1.
\]

The equation is written for the distribution function \( f_i(\xi) \) of gas molecules at the i-th rotational quantum level. It represents an extension of the Wang Chang-Uhlenbeck equation to the case of degeneracy of energy levels which takes place for rotational degrees of freedom in the absence of magnetic field. Factor \( w_{ij}^{kl} = q_\ell q_\ell' / q_i q_j \) appears here due to the degeneracy of levels, with \( q_i \) being the degeneracy number.

When the equation is solved numerically, the rotational quantum levels are replaced with the nodes of discretization for angular velocity of rotation. In the general case numerical levels will not coincide with quantum levels. As demonstrated in [18], this approach introduces an error of the order \( o(\Delta \omega^2) \), where \( \Delta \omega \) is the step in the angular velocity grid. The angular velocity corresponding to the i-th level is equal to \( \omega_i = \Delta \omega(i + 0.5) \), and the degeneracy of the numerical level equals \( q_i = \omega_i, w_{ij}^{kl} = \omega_l \omega_l' / \omega_j \omega_i \).

Similarly to the cases of a simple gas and a gas mixture, due to its symmetry properties, the collision integral of the generalized Boltzmann equation can be reduced to the following sum:

\[
I_n(\xi_\gamma) = \sum_{\nu=1}^{N_\nu} B_{\nu} \left( \delta_n, k_{\nu}, \delta(\xi' - \xi_\gamma) + \delta_{n, i_{\nu}} \delta(\xi_1' - \xi_\gamma) + \delta_{n, j_{\nu}} \delta(\xi_{\alpha_{\nu}} - \xi_\gamma) - \delta_{n, j_{\nu}} \delta(\xi_{\beta_{\nu}} - \xi_\gamma) \right) \times \\
\times \left( w_{ij}^{kl} f_i(\xi_1') f_k(\xi_1') - f_j(\xi_{\beta_{\nu}}) f_i(\xi_{\alpha_{\nu}}) \right) |\xi_{\alpha_{\nu}} - \xi_{\beta_{\nu}}|.
\]

Here, like in (3), \( \delta(\xi_1' - \xi_\gamma) = \delta_{\alpha_{\nu}, \gamma}, \delta(\xi_{\beta_{\nu}} - \xi_\gamma) = \delta_{\beta_{\nu}, \gamma} \) are Kronecker symbols, and \( f_i(\xi_{\alpha_{\nu}}) = f_{i, \alpha_{\nu}}, f_j(\xi_{\beta_{\nu}}) = f_{j, \beta_{\nu}} \) are the values of the grid distribution function. The Kronecker symbols \( \delta_{n, i_{\nu}}, \delta_{n, j_{\nu}}, \delta_{n, k_{\nu}}, \delta_{n, l_{\nu}} \) appear here because the sums form (11) are included in the cumulative sum over \( \nu \). In this case the integrating grid is 12-dimensional \( \xi_{\alpha_{\nu}}, \xi_{\beta_{\nu}}, \mathbf{n}_{\nu}, i_{\nu}, j_{\nu}, k_{\nu}, l_{\nu} \).

The values of \( \delta(\xi'_1 - \xi_\gamma) \) and \( \delta(\xi_{1}' - \xi_\gamma) \) are determined from formulae (1), and those of \( f_i(\xi_1') f_k(\xi_1') \) from the formula (4). The conservation law similar to (2) for determination of the coefficient \( r_{\nu} \) is in this case written as \( \xi_{\alpha_{\nu}}^2 + I_{\alpha_{\nu}}^2 + \xi_{\beta_{\nu}}^2 + I_{\beta_{\nu}}^2 = (1 - r_{\nu})(\xi_{\nu}^2 + \xi_{\nu'}^2) + r_{\nu}(\xi_{\nu}^2 + \xi_{\nu'}^2) + I_{\nu}^2 + I_{\nu'}^2 \).

Calculation of differential collision cross-sections \( \sigma_{ij}(\theta, g) \) involves a considerable difficulty when a gas with rotational degrees of freedom is considered. As with the monatomic gas cross-sections, the cross-sections are pre-calculated, and the grid values are stored in data arrays. Here the scattering cross-sections are a function of 6 variables, and their storage calls for a large memory size (typically about 100MB). The cross-sections are calculated by the classical trajectory method. The simplest model of interaction between
diatomic molecules is the rotator model. Each rotator possesses two centers of mass and two centers of forces which interaction is described by the Lennard-Jones potential:

\[ U_{ij} = 4\varepsilon \left[ \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 \right] \]

where \( r_{ij} \) is the separation distance between the chosen pair of interacting centers. The rotators moment of inertia is \( I = mr^2_a \), where \( r_a \) is the spacing between points where the mass resides.

Equations of interaction between two rotators have the form:

\[
\frac{dX}{dt} = G(X), \quad X = \begin{pmatrix} r \\ r_1 \\ r_2 \\ V \\ \omega_1 \\ \omega_2 \end{pmatrix}, \quad G = \begin{pmatrix} V \\ \omega_1 \times r_1 \\ \omega_2 \times r_2 \\ F/\mu \\ M_1/I \\ M_2/I \end{pmatrix}, \quad F = F_{11} + F_{12} + F_{21} + F_{22} \]

\[
M_1 = r_1 \times (-F_{11} + F_{12} - F_{21} + F_{22}) \]

\[
M_2 = r_2 \times (F_{11} + F_{12} - F_{21} - F_{22}) \]

Equations (10) are solved by Dormand-Prince method representing the 8th-order Runge-Kutta method. The calculations are done in dimensionless variables where \( \sigma, \varepsilon, \mu/2 \) are taken as the units of length, energy and mass. Fig. 2 below shows an example of the cross-section \( \sigma_{LJ}^{ij}(\theta, g) \) at \( i = 10, j = 5, \theta = \pi/2, g = 5, \Delta\omega = 3 \) for molecules of nitrogen \( (N_2) \) having \( \sigma = 3.31A, \varepsilon = 37.3K \).

3 Examples of calculations

3.1 Heat transfer problem

The study of distribution of gas density, temperature and heat flux between two parallel plates having different temperatures is a fundamental problem of rarefied gas dynamics. Numerous works are devoted to this problem. In [4] the problem was solved for the hard-sphere potential by computing the collision integral with the use of a polynomial approximation of the distribution function.

Here the problem of heat transfer is studied by the projection method described in Section 2.1 above. The calculations are performed for a single-component monatomic gas. The cross-sections \( \sigma_{LJ}^{ij}(\theta, g) \) had been calculated in advance. There was used the Lennard-Jones potential which parameters for argon are \( \varepsilon^{Ar} = 124K, \sigma^{Ar} = 3.418A \). The molecular mean free path was found using the omega integral value \( \Omega^{(2,2)} = 1.093 \) from [19].
Heat transfer between plates with temperatures $T_\pm = T(1 \pm \Delta T)$, $\Delta T = 0.14$ is considered. Diffuse-reflection boundary conditions with the accommodation coefficient $\alpha = 0.826$ are set on the plate walls. The problem statement models the experiments described in [20]. The heat transfer is considered for the following Knudsen numbers ($Kn = \lambda/d$, $\lambda$ is the molecular mean free path, $d$ is a distance between the plates): $Kn = 0.0658, 0.1395, 0.1942, 0.2992, 0.7582$. Results of the calculations are shown in Figs. 3, 4, 5, 6 and 7, respectively. The solid line corresponds to gas density distribution obtained with the projection method, the dotted line is plotted for results taken from [4] for the hard-sphere potential, and points show experimental data for argon from [20]. The comparison shows a good agreement with experimental data except for density in the vicinity of the cold plate for $Kn = 0.7582$ (see Fig. 7). It is interesting to note that in this case the velocity distribution function has a high gradient region on the plane $\xi_x = 0$ shown in Fig. 8. It is apparent that in this case the distribution is close to that composed by half-Maxwellians for temperatures $T_\pm = T(1 \pm \Delta T)$ that occurs in the free-molecular flow.

### 3.2 Shock wave structure

Determination of the shock wave structure is another classical problem of the kinetic theory. This problem was the subject of a number of experimental works and numerical simulations. Sufficiently reliable experimental data for monatomic gas Ar and diatomic gas N2 are
published in [21]. There are a lot of publications on studies carried out using the statistical simulation method (DSMC) [1], [22].

Solution of the Boltzmann equation in case of the hard-sphere potential for a single-component gas and a gas mixture is presented in [2] and [3], respectively. There the collision integral is calculated using the same method of polynomial approximation of the distribution function as in [4]. By the projection method, the problem was studied, for example in [16].

In the present work the main part of the calculations is done for the realistic Lennard-Jones potential. Fig. 9 shows gas density profiles for shock waves with Mach numbers \( M = 1.55 \) and \( M = 2.31 \). Points correspond to the experimental data [21]. The solid line is plotted from calculations. Parameters of the Lennard-Jones potential for argon that were used are listed in the previous section.

Figs. 10 and 11 present results of calculations for the gas mixture. Fig. 10 compares our data obtained with the multipoint modification of the projection method (see Section 2.2
above) with calculations presented in [3]. The hard-sphere potential was used. A comparison with experimental data [23] was also made (see Fig. 11). There was considered the case of the helium mixture with low molar fraction of xenon. The calculation was done for the following parameters of the Lennard-Jones potential: $\varepsilon_{\text{He}} = 10.2K$, $\varepsilon_{\text{Xe}} = 229K$, $\sigma_{\text{He}} = 2.576A$, $\sigma_{\text{Xe}} = 4.055A$ [19]. Parameters of interaction between different molecules were obtained on the basis of combination relations: $\varepsilon_{\text{He},\text{Xe}} = \sqrt{\varepsilon_{\text{He}}\varepsilon_{\text{Xe}}}$, $\sigma_{\text{He},\text{Xe}} = (\sigma_{\text{He}}\sigma_{\text{Xe}})/2$.

Fig. 12 shows results of the calculations for the diatomic gas performed through solution of the generalized Boltzmann equation by the method described in Section 2.3 above. The cross-sections $\sigma_{ij}(\theta, g)$ were obtained with the classical trajectory method. A comparison with experimental data for argon taken from [21] is presented.

The comparisons show that for the monatomic gas the application of the Lennard-Jones potential gives results close to the experimental data. For the gas mixture, there is observed a good agreement in the density profile width (see Fig. 11). The peak in the helium profile may be associated with the experimental uncertainty. For the diatomic gas the agreement between the data is slightly worse. Probably, the model of interaction between diatomic molecules should be improved by introducing a dipole-dipole interaction and moving apart the repulsion and attraction centers [24].

Conclusion

The conservative method of calculating the collision integral for simple gases, gas mixtures and gases with rotational degrees of freedom of molecules is presented. It uses the common approach based on the projection method of summing up the contributions in the collision integral. For inert gases, the method allows calculating the integral for any molecular potentials. Gas mixtures can be efficiently calculated for any molecular mass ratios and any concentrations of mixture components. For diatomic gases, there was developed the methodology of pre-calculating molecular collision cross-sections with translational-rotational energy transitions, which allows calculating the collision integral without the use of approximate models of inelastic collision. The algorithm of collision integral calculation was optimized, which provided for an essential increase in the computation speed. Some sample of calculations presented in the paper confirm reliability and high accuracy of the obtained results, thus the efficiency of presented method for solving the Boltzmann equation.
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Abstract

This paper describes a new one-dimensional reaction-diffusion based modelling for charge trapping in an insulator submitted to an electron beam irradiation and its fully implicit finite-volume discretization.
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1 Introduction

Dielectric breakdown in insulating materials is of practical importance since it damages electronic devices [1]. Secondary electron emission yield (denoted by see) is one of the key parameters for dielectric materials and is the driving parameter of electric charging which can lead to electric breakdown. To study this phenomena, the behaviour of an insulator submitted to electron beam irradiation is considered. Several modelling based upon a two-fluxes method [2] were presented and discussed recently [3],[4],[5],[6],[7]. The purpose of this paper is to analyse a new mathematical modelling that is a reformulation in a reaction-diffusion framework of a modelling presented in [3], and is organized as follows. Section two presents the governing equations of the modelling which couples the trapped charge density $\rho(z,t)$, the electric field $E(z,t)$, the number of electron $n_e(z,t)$ or holes $n_h(z,t)$. Section three describes the fully implicit finite-volume numerical discretization scheme on a staggered refined mesh. A conclusion summarizes the paper.
2 Mathematical modelling

The purpose of the modelling is to analyze by numerical simulation the evolution of the global trapped charge per surface unit at time \( t \), \( Q_p(t) \) defined from the trapped charge \( \rho(z,t) \)

\[
Q_p(t) = \int_{\Omega} \rho(z,t) \, dz
\]  

as a function of the true secondary electronic emission yield \( \text{see}^*(t) \) defined by

\[
\text{see}^*(t) = \kappa \frac{j_c-(0,t)}{j_0}
\]  

• The governing equation for the electric field \( E(z,t) \) \( \text{V/m} \) is given by

\[
\nabla \cdot E(z,t) = E_{\text{ext}} - \frac{\rho(z,t)}{\varepsilon_0 \varepsilon_r}
\]

\[
E(0,t) = \frac{Q_p(t)}{\varepsilon_0 \varepsilon_r (1 + \varepsilon_r)}
\]

where \( E_{\text{ext}} \) is the extracting field, \( \varepsilon_0 \) is the vacuum permittivity and \( \varepsilon_r \) is the material permittivity.

• The governing equation for the number of free charges \( (n_c)_{c \in \{e,h\}} \) depends on the charge carrier flux \( j_c(z,t) \) for \( c \in \{e,h\} \) that is given by

\[
j_c(z,t) = -D_c(E) \frac{\partial n_c}{\partial z} + \mu_c(E) v_c n_c(z,t)
\]

which is the sum of a diffusion term and a convection term. It is worth mentioning that the convection term can be positive or negative depending on the sign of the "mobility" coefficient \( \mu_c \). The conservation law fulfilled by \( n_c(z,t) \) is therefore

\[
\frac{\partial n_c}{\partial t} + \frac{\partial}{\partial z} \left( -D_c(E) \frac{\partial n_c}{\partial z} + \mu_c(E) v_c n_c(z,t) \right) = 2S_c(z) - \frac{\sigma^+_{abs,c} + \sigma^-_{abs,c}}{2} n_c(z,t) v_c + j_c(z,t) \frac{\sigma^+_{abs,c} - \sigma^-_{abs,c}}{2}
\]

• The governing equation for the trapped charge density \( \rho(z,t) \) is given by

\[
\frac{\partial \rho(z,t)}{\partial t} + \nabla \cdot j_T(z,t) = 0.
\]

The expression of \( j_T(z,t) \) is given by

\[
j_T(z,t) = j_h(z,t) - j_e(z,t) - j_0 j_{\text{prim}}(z)
\]
The governing equation for the total trapped charge $Q_p(t)$ in $C$ is related to the trapped charge density $\rho(z,t)$ thanks to the relation $Q_p(t) = \int_{\Omega} \rho(z,t) \, dz$. The integration of Eq.(7) over $\Omega$ leads to the relation

$$\frac{dQ_p(t)}{dt} + j_T(L,t) - j_T(0,t) = 0.$$  \hspace{1cm} (9)

Taking into account the definition of the true secondary electron emission yield $\text{see}^*(t)$ given by

$$\text{see}^*(t) = v_e \frac{\kappa}{2 - \kappa} \frac{n_e(0,t)}{j_0},$$  \hspace{1cm} (10)

leads to

$$\frac{dQ_p(t)}{dt} = j_0 (1 - \text{see}^*(t)) + v_h n_h(L,t) - v_e n_e(L,t).$$  \hspace{1cm} (11)

3 Numerical discretization scheme

The computational domain $\Omega = [0, L]$ is split into a set of $I$ control volumes $\Omega_i = [z_i, z_{i+1}]$. The length of control volume $\Omega_i$ is $m_i$, its center is denoted by $c_i$. $d_{i,i+1}$ is the distance between the center of two adjacent control volumes $\Omega_i$ and $\Omega_{i+1}$. The discrete unknowns located at the center of each control volume $\Omega_i$ are $n_{ei|i}^{k+1}$ and $n_{hi|i}^{k+1}$. The discrete unknowns located at the edge of each control volume $\Omega_i$ are $\rho_{i,i+1}^{k+1}$, $E_{i,i+1}^{k+1}$ and $j_T|_{i,i+1}^{k+1}$. The time-discrete unknowns such as $Q_p|^{k+1}$ and $\text{see}^*|^{k+1}$. A backward Euler scheme is used to approximate the time-derivative and the integration of each governing equation over control volume $\Omega_i$ is given below.

- Discretization of the electric field equation leads to the discrete equation

$$E_{i,i+1}^{k+1} - E_{i}^{k+1} = \frac{m_i \rho_{i}^{k+1} + \rho_{i,i+1}^{k+1}}{\epsilon_0 \epsilon_r}$$  \hspace{1cm} (12)

where, a trapezoidal rule has been used to discretize the integral of the right hand side of Eq.(3). The discrete approximation of boundary condition Eq.(4) is written

$$E_{1}^{k+1} = E_{ext} - \frac{1}{\epsilon_0 \epsilon_r (1 + \epsilon_r)} Q_{p}^{k+1}$$  \hspace{1cm} (13)

- Discretization of the charge density equation leads to the discrete equation

$$m_i \frac{\rho_{i}^{k+1} - \rho_{i}^{k}}{\Delta t} + j_T|_{i,i+1}^{k+1} - j_T|_{i}^{k+1} = 0$$  \hspace{1cm} (14)
Discretization of the number of free charge carrier’s equation leads to the discrete equation

\[
\frac{m_i (n_{c,i}^{k+1} - n_{c,i}^k)}{\Delta t} - D_i \frac{n_{c,i}^{k+1} - n_{c,i+1}^{k+1}}{d_{i,i+1}} + D_i \frac{n_{c,i}^{k+1} - n_{c,i-1}^{k+1}}{d_{i-1,i}} = 2m_i S_c(c_i) - m_i \frac{\sigma_{+}^{k+1}}{2} n_{c,i}^{k+1} v_c + m_i \mu_c(E)^{k+1}_i n_{c,i}^{k+1} \frac{\sigma_{-}^{k+1}}{2} - \frac{\sigma_{+}^{k+1}}{2} n_{c,i}^{k+1} v_c
\]

Here \( D_i \) is computed by the harmonic mean formula given by [8] in order to obtain the flux continuity across the interface between two adjacent control volumes. Adapted discrete equations are also written when the control volume is \( \Omega_1 \) or \( \Omega_I \) in order to take into account the Neuman type boundary conditions. A tridiagonal matrix has to be inverted by the forward/backward method, i.e. the \((\alpha,\beta)-TDMA\) algorithm given by [8] at each step of the nonlinear solver to compute approximation of \( n_{c,i}^{k+1,p} \) as a function of \( n_{c,i}^{k+1,p-1} \), where \( p \) is the nonlinear iteration index. This method is known to be stable if the matrix is diagonally dominant [8]. This is indeed the case and was effectively proved formally.

Discretization of the true secondary electron emission yield \( see^s(t) \) leads to the discrete equation

\[
see^s_i^{k+1} = v_e \frac{\kappa}{2 - \kappa} \frac{n_{c,i}^{k+1}}{j_0}.
\]

Discretization of the trapped charge density equation leads to the discrete equation

\[
\frac{Q_p^{k+1} - Q_p^k}{\Delta t} = j_0 \left( 1 - see^s_i^{k+1} \right) + v_h n_h^{k+1} - v_e n_e^{k+1}.
\]

4 Conclusion

In this paper we have presented a new 1D multiphysics modelling charge trapping in an insulator submitted to an electron beam irradiation. The validation of the fully implicit finite volume discretization presented in this paper is in progress.
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Abstract

In this paper, we introduce soft continuous mappings which are defined over an initial universe set with a fixed set of parameters. Later we study soft open and soft closed mappings, soft homeomorphism and investigate some properties of these concepts.
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1 Introduction

Most of the real life problems in social sciences, engineering, medical sciences, economics etc. the data involved are imprecise in nature. The solutions of such problems involve the use of mathematical principles based on uncertainty and imprecision. Thus classical set theory, which is based on the crisp and exact case may not be fully suitable for handling such problems of uncertainty. A number of theories have been proposed for dealing with uncertainties efficiently way. Some of these are theory of fuzzy sets [17], theory of intuitionistic fuzzy sets [3], theory of vague sets, theory of interval mathematics [4], [7] and theory of rough sets [14]. However, these theories have their own difficulties. Molodtsov [10] initiated a novel concept of soft sets theory as a new mathematical tool for dealing with uncertainties which is free from the above limitations. A soft set is a collection of approximate descriptions of an object. Soft systems provide a very general framework with the involvement of parameters. Since soft set theory has a rich potential, research on soft set theory and its applications in various fields are progressing rapidly. Maji et al. [11], [12] worked on soft set theory and presented an application of soft sets in decision making problems.
M. Shabir and M. Naz [16] introduced soft topological spaces. They also defined some concepts of soft sets on soft topological spaces. Later, researches about soft topological spaces were studied in [18]-[20]. In these studies, the concept of soft point is expressed by different approaches. In this paper we refer to the concept of soft point which was given in [22].

The purpose of this paper is to investigate soft continuity on soft topological spaces.

2 Preliminaries
In this section, we give definitions and some results of soft sets.

**Definition 1** ([10]) Let $X$ be an initial universe set and $E$ be a set of parameters. A pair $(F, E)$ is called a soft set over $X$ if only if $F$ is a mapping from $E$ into the set of all subsets of the set $X$, i.e., $F: E \to P(X)$, where $P(X)$ is the power set of $X$.

**Definition 2** ([11]) A soft set $(F, A)$ over $X$ is said to be a null soft set denoted by $\Phi$ if for all $a \in A$, $F(a) = \emptyset$ (null set).

**Definition 3** ([11]) A soft set $(F, A)$ over $X$ is said to be an absolute soft set denoted by $\tilde{A}$ if for all $a \in A$, $F(a) = X$.

**Definition 4** ([21]) Let $(F, A)$ and $(G, B)$ be two soft sets over $X$. Then $(F, A)$ is called a soft subset of $(G, B)$, denoted by $(F, A) \subset (G, B)$, if

(i) $A \subset B$,
(ii) $F(a) \subset G(a)$ for each $a \in A$.

**Definition 5** ([11]) The intersection of two soft sets $(F, A)$ and $(G, B)$ over $X$ is the soft set $(H, C)$, where $C = A \cap B$ and $\forall c \in C$, $H(c) = F(c) \cap G(c)$. This is denoted by $(F, A) \cap (G, B) = (H, C)$.

**Definition 6** ([11]) The union of two soft sets $(F, A)$ and $(G, B)$ over $X$ is the soft set, where $C = A \cup B$ and $\forall c \in C$,

$$H(\varepsilon) = \begin{cases} F(\varepsilon), & \text{if } \varepsilon \in A - B \\ G(\varepsilon), & \text{if } \varepsilon \in B - A \\ F(\varepsilon) \cup G(\varepsilon), & \text{if } \varepsilon \in A \cap B \end{cases}.$$ 

This relationship is denoted by $(F, A) \cup (G, B) = (H, C)$.

**Definition 7** ([16]) The complement of a soft set $(F, E)$ is denoted by $(F, E)^c$ and is defined by $(F, E)^c = (F^c, E)$ where $F^c: E \to P(X)$ is a mapping given by $F^c(\alpha) = X - F(\alpha)$ for all $\alpha \in E$. 
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Definition 8 ([16]) Let $\tau$ be a collection of soft sets over $X$. Then $\tau$ is said to be a soft topology on $X$ if

1. $\emptyset$, $X$ belong to $\tau$,
2. the union of any number of soft sets in $\tau$ belongs to $\tau$,
3. the intersection of any two soft sets in $\tau$ belongs to $\tau$.

The triplet $(X, \tau, E)$ is called a soft topological space over $X$.

Definition 9 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$. A soft set $(F, E)$ over $X$ is said to be a soft closed in $X$, if its relative complement $(F^c, E)$ belongs to $\tau$.

Proposition 1 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$. Then the collection $\tau_\alpha = \{ F(\alpha) | (F, E) \in \tau \}$ defines a topology on $X$ for each $\alpha \in E$.

Definition 10 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$ and $(F, E)$ be a soft set over $X$. Then the soft closure of $(F, E)$, denoted by $(\overline{F}, E)$ is the intersection of all soft closed super sets of $(F, E)$.

Definition 11 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$ and $(F, E)$ be a soft set over $X$. Then we associate with $(F, E)$ a soft set over $X$, denoted by $(\text{ closure } F, E)$ and defined as $\text{ closure } F = F(\alpha)$, where $F(\alpha)$ is the closure of $F(\alpha)$ in $\tau_\alpha$ for each $\alpha \in E$.

Proposition 2 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$ and $(F, E)$ be a soft set over $X$. Then $(\overline{F}, E) \subset (\text{ closure } F, E)$.

Corollary 1 ([16]) Let $(X, \tau, E)$ be a soft topological space over $X$ and $(F, E)$ be a soft set over $X$. Then $(\overline{F}, E) = (F, E)$ if and only if $(\overline{F}, E)^c \in \tau$.

Definition 12 ([23]) Let $(X, \tau, E)$ be a soft topological space over $X$, $(G, E)$ be a soft set over $X$ and $x \in X$. Then $x$ is said to be a soft interior point of $(G, E)$, if there exists a soft open set $(F, E)$ such that $x \in (F, E) \subset (G, E)$.

Definition 13 ([23]) Let $(X, \tau, E)$ be a soft topological space over $X$, $(G, E)$ be a soft set over $X$ and $x \in X$. Then $(G, E)$ is said to be a soft neighbourhood of $x$, if there exists a soft open set $(F, E)$ such that $x \in (F, E) \subset (G, E)$.

Definition 14 ([23]) Let $(X, \tau, E)$ be a soft topological space over $X$ then soft interior of a soft set $(F, E)$ over $X$ is denoted by $(F, E)^\circ$ and is defined as the union of all soft open sets contained in $(F, E)$.

Thus $(F, E)^\circ$ is the largest soft open set contained in $(F, E)$. 
3 Soft Continuity

Definition 15 ([22]) Let $(F, E)$ be a soft set over $X$, and $x \in X$. The soft set $(F, E)$ is called a soft point, denoted by $(x, E)$, if for the element $e \in E$, $F(e) = \{x\}$ and $F(e^c) = \emptyset$ for all $e^c \in E - \{e\}$. In this case, we say that $(x, E)$ is a point of a soft set $(F, E)$.

Definition 16 Let $(X, \tau, E)$ and $(Y, \tau^c, E)$ be two soft topological spaces, $f : (X, \tau, E) \rightarrow (Y, \tau^c, E)$ be a mapping. For each soft closed set $c$ of $(x, E)$, if there exists a soft neighbourhood $(F, E)$ of $(x, E)$ such that $f((F, E)) \subset (c, E)$, then $f$ is said to be soft continuous at $(x, E)$.

If $f$ is soft continuous for all $(x, E)$, then $f$ is called soft continuous on $X$.

Theorem 1 Let $(X, \tau, E)$ and $(Y, \tau^c, E)$ be two soft topological spaces, $f : (X, \tau, E) \rightarrow (Y, \tau^c, E)$ be a mapping. Then the following conditions are equivalent:

1. $f(x, E) = (f(x), E) \in (G, E)$ for each soft open set $G$ over $Y$ and $x, E \in f^{-1}(G, E)$ be an arbitrary soft point. Then $f(x, E)$ is a soft continuous mapping, there exists $(x, E) \in (F, E) \in \tau$ such that $f(F, E) \subset (G, E)$. This implies that $(x, E) \in f^{-1}(G, E)$ is a soft open set over $X$.

2. $f^{-1}(G, E)$ is a soft closed set for all $(x, E)$, then $f$ is called soft continuous on $X$.

Proof: (1) $\Rightarrow$ (2) Let $(G, E)$ be a soft open set over $Y$ and $(x, E) \in f^{-1}(G, E)$ be an arbitrary soft point. Then $f(x, E) = (f(x), E) \in (G, E)$. Since $f$ is soft continuous over $X$, we have $(x, E) \in (F, E) \in \tau$ such that $f(F, E) \subset (G, E)$. This implies that $(x, E) \in f^{-1}(G, E)$ is a soft open set over $X$.

(2) $\Rightarrow$ (1) Let $(x, E)$ be a soft point and $(f(x), E) \in (G, E)$ be an arbitrary soft neighbourhood. Then $(x, E) \in f^{-1}(G, E)$ is a soft neighbourhood and $f(f^{-1}(G, E)) \subset (G, E)$.

(3) $\Rightarrow$ (4) Let $(F, E)$ be a soft set over $X$. Since $(F, E) \subset f^{-1}(f(F, E))$ and $f(F, E) \subset f^{-1}(f(F, E))$, we have $(F, E) \subset f^{-1}(f(F, E)) \subset f^{-1}(f(F, E))$. By part (3), since $f^{-1}(f(F, E))$ is a soft closed set over $X$, $(F, E) \subset f^{-1}(f(F, E))$. Thus $f((F, E)) \subset f(f^{-1}(f(F, E))) \subset f^{-1}(f(F, E))$ is obtained.

(4) $\Rightarrow$ (5) Let $(G, E)$ be a soft set over $Y$ and $f^{-1}(G, E) = (F, E)$. By part (4), we have $f((F, E)) = f(f^{-1}(G, E)) \subset f^{-1}(f(F, E)) \subset (G, E)$. Then $f^{-1}(G, E) = (F, E) \subset f^{-1}(f(F, E)) \subset f^{-1}(((G, E))^c)$.

(5) $\Rightarrow$ (6) Let $(G, E)$ be a soft set over $Y$. Substituting $(G, E)^c$ for condition in (5). Then $f^{-1}((G, E)^c) \subset f^{-1}((G, E)^c)$. Since $(G, E)^c = (f((G, E)^c))$, then we have $f^{-1}((G, E)^c) =...
Theorem 2

If \( f \) is a soft continuous mapping, then for each \( \alpha \in E \), \( f_\alpha : (X, \tau_\alpha) \to (Y, \tau'_\alpha) \) is a continuous mapping.
**Proof:** Let $U \in \tau^c_\alpha$. Then there exists a soft open set $(G, E)$ over $Y$ such that $U = G(\alpha)$. Since $f : (X, \tau, E) \rightarrow (Y, \tau^c, E)$ is a soft continuous mapping, $f^{-1}(G, E)$ is a soft open set over $X$ and $f^{-1}(G, E)(\alpha) = f^{-1}(G(\alpha)) = f^{-1}(U)$ is an open set. This implies that $f_\alpha$ is a continuous mapping. □

Now we give an example to show that the converse of above theorem does not hold.

**Example 3.** Let $X = \{x_1, x_2, x_3\}$, $Y = \{y_1, y_2, y_3\}$ and $E = \{e_1, e_2\}$. Then $\tau = \{\Phi, \tilde{X}, (F_1, E), (F_2, E), (F_3, E), (F_4, E), (F_5, E)\}$ is a soft topological space over $X$ and $\tau^c = \{\Phi, Y, (G_1, E), (G_2, E), (G_3, E)\}$ is a soft topological space over $Y$. Here $(F_1, E), (F_2, E), (F_3, E), (F_4, E), (F_5, E)$ are soft sets over $X$ and $(G_1, E), (G_2, E), (G_3, E)$ are soft sets over $Y$, defined as follows:

- $F_1(e_1) = \{x_1\}$, $F_1(e_2) = \{x_1, x_3\}$, $F_2(e_1) = \{x_2\}$, $F_2(e_2) = \{x_1\}$,
- $F_3(e_1) = \{x_1, x_2\}$, $F_3(e_2) = \{x_1, x_3\}$, $F_4(e_1) = \emptyset$, $F_4(e_2) = \{x_1\}$, $F_5(e_1) = \{x_1, x_2\}$, $F_5(e_2) = X$.

and

- $G_1(e_1) = Y$, $G_1(e_2) = \{y_2\}$, $G_2(e_1) = \{y_1\}$, $G_2(e_2) = \{y_2\}$, $G_3(e_1) = \{y_1, y_2\}$, $G_3(e_2) = \{y_2\}$.

If we get the mapping $f : X \rightarrow Y$ defined as

$$f(x_1) = y_2, \quad f(x_2) = y_1, \quad f(x_3) = y_3$$

then $f$ is not a soft continuous mapping, since $f^{-1}(G_1) \notin \tau$, where $f^{-1}(G_1)(e_1) = X$, $f^{-1}(G_1)(e_2) = \{x_1\}$. Also, $f_{e_1} : (X, \tau_{e_1}) \rightarrow (Y, \tau^c_{e_1})$ and $f_{e_2} : (X, \tau_{e_2}) \rightarrow (Y, \tau^c_{e_2})$ are continuous mappings. Here

- $\tau_{e_1} = \emptyset, X, \{x_1\}, \{x_2\}, \{x_1, x_2\}$,
- $\tau_{e_2} = \emptyset, X, \{x_1\}, \{x_1, x_3\}$

and

- $\tau^c_{e_1} = \emptyset, Y, \{y_1\}, \{y_1, y_2\}$,
- $\tau^c_{e_2} = \emptyset, Y, \{y_2\}$.

Now, let us show that when the above theorem is true.

**Theorem 3** If $(\overline{F}, E)^c$ is a soft open set over $X$, for each soft set $(F, E)$, then $f : (X, \tau, E) \rightarrow (Y, \tau^c, E)$ is a soft continuous mapping if and only if $f_\alpha : (X, \tau_\alpha) \rightarrow (Y, \tau^c_\alpha)$ is continuous mapping, for each $\alpha \in E$.

**Proof:** Let $f_\alpha : (X, \tau_\alpha) \rightarrow (Y, \tau^c_\alpha)$ be a continuous mapping, for each $\alpha \in E$, and let $(F, E)$ be an arbitrary soft set over $X$. Then $f_\alpha(\overline{F}(\alpha)) \subseteq \overline{f(F)(\alpha)}$ is satisfied, for each $\alpha \in E$. Since $(\overline{F}, E)^c \in \tau$, $(\overline{F}, E) = [\overline{F}, E]$ from Corollary 1. Thus $f([\overline{F}, E]) \subseteq \overline{f([F, E])}$ is obtained. This implies that $f : (X, \tau, E) \rightarrow (Y, \tau^c, E)$ is a soft continuous mapping. □
**Definition 17** Let \((X, \tau, E)\) and \((Y, \tau^c, E)\) be two soft topological spaces, \(f : X \rightarrow Y\) be a mapping.

a) If the image \(f((F, E))\) of each soft open set \((F, E)\) over \(X\) is a soft open set in \(Y\), then \(f\) is said to be a soft open mapping.

b) If the image \(f((H, E))\) of each soft closed set \((H, E)\) over \(X\) is a soft closed set in \(Y\), then \(f\) is said to be a soft closed mapping.

**Proposition 3** If \(f : (X, \tau, E) \rightarrow (Y, \tau^c, E)\) is soft open (closed), then for each \(\alpha \in E\), \(f_\alpha : (X, \tau_\alpha) \rightarrow (Y, \tau^c_\alpha)\) is an open (closed) mapping.

**Proof:** The proof of the proposition is straightforward and it is left to the reader. □

Note that the concepts of soft continuous, soft open and soft closed mappings are all independent of each other.

**Example 4.** Let \((X, \tau, E)\) be soft discrete topological space and \((X, \tau^c, E)\) be soft indiscrete topological space. Then \(1_X : (X, \tau, E) \rightarrow (X, \tau^c, E)\) is a soft open and soft closed mapping. But it is not soft continuous mapping.

**Example 5.** Let \(X = \{h_1, h_2, h_3\}\), \(E = \{e_1, e_2\}\) and \(\tau = \{\Phi, \tilde{X}, (F_1, E), (F_2, E), \ldots, (F_7, E)\}\), \(\tau^c = \{\Phi, \tilde{X}, (G_1, E), (G_2, E), (G_3, E), (G_4, E)\}\) be two soft topologies defined on \(X\) where \((F_1, E), (F_2, E), (F_3, E), \ldots, (F_7, E), (G_1, E), (G_2, E), (G_3, E)\) and \((G_4, E)\) are soft sets over \(X\), defined as follows:

\[
F_1(e_1) = \{h_2\}, \quad F_1(e_2) = \{h_1\}, \quad F_2(e_1) = \{h_1, h_3\}, \quad F_2(e_2) = \{h_2, h_3\}, \\
F_3(e_1) = \{h_2\}, \quad F_3(e_2) = X, \quad F_4(e_1) = \emptyset, \quad F_4(e_2) = \{h_1\}, \\
F_5(e_1) = \{h_1, h_3\}, \quad F_5(e_2) = X, \quad F_6(e_1) = \emptyset, \quad F_6(e_2) = \{h_2, h_3\}, \\
F_7(e_1) = \emptyset, \quad F_7(e_2) = X
\]

and

\[
G_1(e_1) = \{h_2\}, \quad G_1(e_2) = \{h_1\}, \quad G_2(e_1) = \{h_2, h_3\}, \quad G_2(e_2) = \{h_1, h_2\}, \\
G_3(e_1) = \{h_1, h_2\}, \quad G_3(e_2) = X, \quad G_4(e_1) = \{h_2\}, \quad G_4(e_2) = \{h_1, h_2\}.
\]

If we get the mapping \(f : X \rightarrow X\) defined as \(f(h_i) = h_i\), for \(1 \leq i \leq 3\). It is clear that

\[
f^{-1}(G_1)(e_1) = f^{-1}(G_4)(e_1) = \emptyset, \quad f^{-1}(G_1)(e_2) = f^{-1}(G_4)(e_2) = X, \quad f^{-1}(G_3)(e_1) = X, \quad f^{-1}(G_3)(e_2) = X.
\]

Then \(f\) is a soft continuous mapping, but

\[
f(F_1)(e_1) = \{h_1\}, \quad f(F_1)(e_2) = \{h_1\}, \quad f(F_1^c)(e_1) = \{h_1\}, \quad f(F_1^c)(e_2) = \{h_1\}.
\]

Hence it is not both soft open and soft closed mapping.
Example 6. Let $X = \{h_1, h_2, h_3\}$, $Y = \{a, b\}$ and $E = \{e_1, e_2\}$ and $\tau = \{\Phi, \tilde{X}, (F_1, E), (F_2, E)\}$, $\tau^c = \{\Phi, \tilde{Y}, (G_1, E), (G_2, E)\}$ be two soft topologies defined on $X$ and $Y$, respectively. Here $(F_1, E), (F_2, E), (G_1, E), (G_2, E)$ are soft sets over $X$ and $Y$, respectively. The soft sets are defined as follows:

$$F_1(e_1) = \{h_1, h_2\}, \quad F_1(e_2) = \{h_3\}, \quad F_2(e_1) = X, \quad F_2(e_2) = \{h_3\},$$

and

$$G_1(e_1) = Y, \quad G_1(e_2) = \{b\}, \quad G_2(e_1) = \{a\}, \quad G_2(e_2) = \{b\},$$

If we get the mapping $f : X \rightarrow Y$ defined as

$$f(h_1) = \{a\}, \quad f(h_2) = f(h_3) = \{b\}.$$ 

It is clear that

$$f(F_1)(e_1) = Y, \quad f(F_1)(e_2) = \{b\}, \quad f(F_2)(e_1) = Y, \quad f(F_2)(e_2) = \{b\}.$$ 

Then the mapping $f : X \rightarrow Y$ is a soft open mapping. Also since $f(F_1)(e_1) = \{b\}, \quad f(F_1)(e_2) = Y$, it is not soft closed mapping and $f^{-1}(G_1)(e_1) = X, \quad f^{-1}(G_1)(e_2) = \{h_2, h_3\}$. Hence it is not soft continuous mapping.

Example 7. Let $X = \{h_1, h_2, h_3\}$, $Y = \{a, b\}$, $E = \{e_1, e_2\}$ and $\tau = \{\Phi, \tilde{X}, (F_1, E), (F_2, E), (F_3, E)\}$, $\tau^c = \{\Phi, \tilde{Y}, (G_1, E), (G_2, E)\}$ be two soft topologies defined on $X$ and $Y$, respectively. Here $(F_1, E), (F_2, E), (F_3, E), (G_1, E), (G_2, E)$ are soft sets over $X$ and $Y$, respectively. The soft sets are defined as follows:

$$F_1(e_1) = \{h_1, h_3\}, \quad F_1(e_2) = \{h_2\}, \quad F_2(e_1) = X, \quad F_2(e_2) = \{h_2, h_3\}, \quad F_3(e_1) = \{h_3\}, \quad F_3(e_2) = \{h_2\}$$

and

$$G_1(e_1) = \emptyset, \quad G_1(e_2) = \{a\}, \quad G_2(e_1) = \{a\}, \quad G_2(e_2) = Y.$$ 

Now we define the mapping $f : X \rightarrow Y$ as $f(h_1) = f(h_2) = \{a\}, \quad f(h_3) = \{b\}$. It is clear that $f(F_1(e_1)) = f(h_2) = \{a\}, \quad f(F_1(e_2)) = f(h_3) = \{b\} = Y$, $f(F_2(e_1)) = \emptyset$, $f(F_2(e_2)) = f((h_1, h_3)) = \{a\}$, $f(F_3(e_1)) = \{a\}$, $f(F_3(e_2)) = \{b\}$. This implies that $f$ is a soft closed mapping. Also $f(F_1(e_1)) = Y, \quad f(F_1(e_2)) = \{a\}, \quad f^{-1}(G_1(e_1)) = \emptyset, \quad f^{-1}(G_1(e_2)) = \{h_1, h_2\}$. Then it is not soft open and soft continuous mapping, respectively.

Theorem 4 Let $(X, \tau, E)$ and $(Y, \tau^c, E)$ be two soft topological spaces, $f : X \rightarrow Y$ be a mapping.

a) $f$ is a soft open mapping if and only if for each soft set $(F, E)$ over $X$, $f((F, E)^{\circ}) \subset (f(F, E))^\circ$ is satisfied.

b) $f$ is a soft closed mapping if and only if for each soft set $(F, E)$ over $X$, $(f(F, E)) \subset f((F, E))$ is satisfied.
Proof: a) Let \( f \) be a soft open mapping and \((F, E)\) be a soft set over \( X \). \((F, E)^\circ\) is a soft open set and \((F, E)^\circ \subset (F, E)\). Since \( f \) is a soft open mapping, \( f((F, E)^\circ) \) is a soft open set in \( Y \) and \( f((F, E)^\circ) \subset f((F, E)) \). Thus \( f((F, E)^\circ) \subset f((F, E)^\circ) \) is obtained. Conversely, let \((F, E)\) be any soft open set over \( X \). Then \((F, E) = (F, E)^\circ\). From the condition of theorem, we have \( f((F, E)^\circ) \subset (f(F, E))^\circ \). Then \( f((F, E))^\circ \subset (f(F, E))^\circ \subset f((F, E)) \). This implies that \( f((F, E)) = (f(F, E))^\circ \). This completes the proof.

b) Let \( f \) be a soft closed mapping and \((F, E)\) be any soft set over \( X \). Since \( f \) is a soft closed mapping, \( f((F, E))^\circ \) is a soft closed set over \( Y \) and \( f((F, E))^\circ \subset f((F, E))^\circ \). Thus \( f((F, E))^\circ \subset f((F, E))^\circ \) is obtained. Conversely, let \((F, E)\) be any soft closed set over \( X \). From the condition of theorem, \( (f(F, E))^\circ \subset f((F, E))^\circ \subset f((F, E))^\circ \). This means that \( (f(F, E))^\circ = f((F, E))^\circ \). This completes the proof.

Definition 18 Let \((X, \tau, E)\) and \((Y, \sigma, E)\) be two soft topological spaces, \( f : X \rightarrow Y \) be a mapping. If \( f \) is a bijection, soft continuous and \( f^{-1} \) is a soft continuous mapping, then \( f \) is said to be soft homeomorphism from \( X \) to \( Y \). When a homeomorphism \( f \) exists between \( X \) and \( Y \), we say that \( X \) is soft homeomorphic to \( Y \).

Theorem 5 Let \((X, \tau, E)\) and \((Y, \sigma, E)\) be two soft topological spaces, \( f : X \rightarrow Y \) be a bijective mapping. Then the following conditions are equivalent:
1. \( f \) is a soft homeomorphism,
2. \( f \) is a soft continuous and soft closed mapping,
3. \( f \) is a soft continuous and soft open mapping.

Proof: It is easily obtained.

4 Conclusion

We have introduced soft continuous mappings which are defined over an initial universe with a fixed set of parameters. Later we study soft open and soft closed mappings, soft homeomorphism and investigate some properties of these concepts. In the end, we must say that, soft topological spaces are defined over different set of parameters and it does not make any sense for the results of this paper.
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Abstract

We present the discontinuous Galerkin method combined with a low-storage Runge-Kutta method as an accurate and efficient way to numerically solve the time-dependent Maxwell’s equations. We investigate the numerical scheme in the context of modeling scattered electromagnetic wave’s propagation through human eye’s structures.

Key words: Maxwell’s equations, discontinuous Galerkin method, low-storage Runge-Kutta method, anisotropic permittivity tensor

1 Introduction

The human retina is a complex structure in the eye that is responsible for the sense of vision. It is part of the central nervous system, constituted by layers of neurons interconnected through synapses [7]. There are ten layers in total; one of them is constituted by
Numerical solution of time-dependent Maxwell’s equations

There are a number of eye-related pathologies that can be identified by analysis of these retinal layers in detail \[7\]. All these pathologies can be diagnosed more conclusively with the help of the increasingly popular optical imaging technique – optical coherence tomography (OCT) \[3\], \[15\]. In fact, previous studies have established a link between changes in the blood-retina barrier and in optical properties of the retina \[1\], \[2\] which can be identified by this exam.

Physically, OCT it is based in low coherence interferometry. This technique uses an electromagnetic wave with a low coherence length. In order to better understand the information carried in an optical coherence tomography, it is crucial to study in detail the behaviour of the electromagnetic wave as it travels through the sample. Several different models have been developed to describe the interactions of the electromagnetic field with biological structures. The first models were based on single-scattering theory \[14\], which is restricted to superficial layers of highly scattering tissue in which only single scattering occurs. Simulating the full complexity of the retina, in particular the variation of the size and shape of each structure, distance between them and the respective refractive indexes, requires a more rigorous approach that can be achieved by solving Maxwell’s equations.

In this work we discuss the numerical discretization of the time-dependent Maxwell’s equations. We use the discontinuous Galerkin (DG) method for the integration in space and a low-storage Runge-Kutta method for the integration in time. In the model we consider anisotropic permittivity tensors which arise naturally in our application of interest. We illustrate the performance of the method with some numerical experiments.

2 Maxwell’s Equations

We shall consider the time domain Maxwell’s equations in the two-dimensional transverse electric (TE) mode. For this case, and assuming no conductivity effects, the equations in the non-dimensional form are

\[\varepsilon \frac{\partial E_x}{\partial t} = \frac{\partial H_z}{\partial y}, \quad (1)\]

\[\varepsilon \frac{\partial E_y}{\partial t} = -\frac{\partial H_z}{\partial x}, \quad (2)\]

\[\mu \frac{\partial H_z}{\partial t} = -\frac{\partial E_y}{\partial x} + \frac{\partial E_x}{\partial y}, \quad \text{in } \Omega \times (0,T), \quad (3)\]

where \(E = (E_x, E_y)\) and \(H_z\) represent the electric and magnetic fields, respectively, \(\varepsilon\) represents the relative permittivity of the medium and \(\mu\) is the permeability of the medium and \(\Omega\) is a two-dimensional domain. The nondimensionalized variables in (1)-(3) are related to the physical variables in the following way

\[\frac{\tilde{x}}{L} = x, \quad \frac{\tilde{y}}{L} = y, \quad \frac{c\tilde{t}}{L} = t, \quad E = Z_0^{-1} E, \quad H_z = H_z,\]
where \( L \) is a reference length, \( c \) is the speed of light in free space, and \( Z_0 = \sqrt{\mu_0/\varepsilon_0} \) is the free-space impedance. The set of equations (1)-(3) must be complemented by proper boundary conditions, for instance, the perfect electric boundary condition (PEC) \[5\]

\[
\eta \times E = 0, \quad \text{on } \partial \Omega,
\]

or the Silver-Müller absorbing boundary condition \[9\]

\[
\eta \times E = \sqrt{\frac{\mu}{\varepsilon}} \eta \times (H^z \times \eta), \quad \text{on } \partial \Omega.
\]

In both cases \( \eta \) denotes the unit outward normal. To complete the model, initial conditions

\[
E_0 = E(0) \quad \text{and} \quad H_0 = H(0), \quad \text{in } \Omega,
\]

must also be considered.

### 3 The scattered-field formulation

For the investigation of scattering problems in linear materials, we exploit the linearity of the Maxwell’s equations (1)-(3) and separate the fields \((E, H)\) into incident \((E^i, H^i)\) and scattered components \((E^s, H^s)\), i.e.,

\[
E = E^s + E^i \quad \text{and} \quad H = H^s + H^i.
\]

Assuming that the incident field is also a solution of the Maxwell’s equations we obtain, after some manipulation the scattered field formulation as in \[16\],

\[
\begin{align*}
\epsilon \frac{\partial E^x,s}{\partial t} & = \frac{\partial H^{z,s}}{\partial y} + P \\
\epsilon \frac{\partial E^y,s}{\partial t} & = -\frac{\partial H^{z,s}}{\partial x} + Q \\
\mu \frac{\partial H^z,s}{\partial t} & = -\frac{\partial E^{y,s}}{\partial x} + \frac{\partial E^{x,s}}{\partial y} + R,
\end{align*}
\]

in \( \Omega \times (0, T] \)

with the source terms

\[
\begin{align*}
P(x, y, t) & = (\epsilon^i - \epsilon) \frac{\partial E^{x,i}}{\partial t}, \\
Q(x, y, t) & = (\epsilon^i - \epsilon) \frac{\partial E^{y,i}}{\partial t}, \\
R(x, y, t) & = (\mu^i - \mu) \frac{\partial H^{z,i}}{\partial t},
\end{align*}
\]

where \( \epsilon^i \) and \( \mu^i \) represent the relative permittivity and permeability of the medium in which the incident field propagates. In our research, for simplicity, we adopt the pure scattered field formalism in opposition to the total field/scattered field formalism \[16\].
4 Numerical method

The DG method was first introduced in [11]. In particular, the nodal formulation described in [6] has gained notorious popularity in recent years and it has been extensively used in electromagnetic problems since the first application of the method to Maxwell’s equations in 2002 (see [5]). This is the method that we have chosen to use. In opposition to the traditional finite difference (FD) time domain methods [16] based on the Yee’s scheme [17] the DG method is a high-order accurate method that can easily handle complex geometries. Moreover, local refinement strategies can easily be incorporate due to the ability of the method to deal with irregular meshes with hanging nodes and local spaces of different orders. When compared to finite element methods [12], the DG method presents the advantages of avoiding the solution of linear systems when explicit time integrators are employed and the suitability for parallel implementation on modern multi-graphics processing units (GPUs) [6].

As starting point of our work we use the MatLab codes for the DG method [6]. The software includes many attributes that we intent to exploit in future work such as three-dimensional routines and nonconforming triangulations. For now, we are concerned with two-dimensional problems and we have restricted our attention to conform triangular elements. Our main focus has been on the implementation of additional features needed for the kind of problems which are in our objectives. For instance, the retinal nerve fiber layer of the retina is a birefringent medium, meaning that tensorial permittivity $\epsilon$ needs to be taken into account. We addressed this issue using the numerical scheme presented in [8]. The procedure, based on the so called upwind flux, is fairly simple and can be easily incorporated in the algorithm. Nevertheless, it seems to be efficient and robust for a wide range of problems, since the two by two matrix that represents the tensor $\epsilon$ only needs to be invertible. In [8] the authors claim that the method, which is an extension of the basic two-dimensional formulation for isotropic materials to allow anisotropic permittivity tensors, retains the convergence characteristics of the original method. The validation tests that we present in the next section corroborate those findings.

Another aspect of our study concerns the integration in time. The time integration scheme used in the original algorithm [6] is a fourth order, five stage low-storage Runge-Kutta (LSRK) method. Such type of schemes are very popular in this context as they retain the qualities of the original Runge-Kutta schemes while decreasing the memory consumption significatively. However, we recall that explicit methods like the LSRK scheme are subject to the CFL stability condition. In practice, this means that the time step size is proportional to the smallest elements of the spatial mesh [6]. For some problems this condition can have a strong impact on the efficiency of the algorithm. In the future we intent to deal with this issue using local time-stepping strategies [6] or locally implicit time-schemes [4]. For now, we mitigate this restriction implementing the improved fourth order, 14-stage LSRK presented in [10]. With this scheme the authors report a speed improvement of about 40% – 50% in...
relation to the previous fourth order, five stage LSRK method. This gain is consequence of an improved stability region possible by a suitable choice of the coefficients of the scheme. This is a very attractive approach, with very few changes in the code and no additional cost in memory or accuracy. The validation tests that we present in the next section indicate that these conclusions are also valid for the tensorial case.

An important aspect in computational electromagnetic problems is the implementation of absorbing boundary conditions. In our work we have implemented the Silver-Müller boundary condition (5) and the well established and more effective uniaxial perfectly matched layer (UPML) [13]. The UPML can be incorporated in the DG method without any major modification and so far has shown to be an efficient approach.

5 Numerical results

We consider initial conditions, boundary conditions and functions \( P(t), Q(t) \) and \( R(t) \), such that the system of equations (7)-(9) has the solution

\[
E^x = t^2 (-\cos(\pi x) - 1)(\frac{1}{3}y^3 - y) \quad (10)
\]

\[
E^y = 0 \quad (11)
\]

\[
H^z = \frac{1}{3}t^3(-\cos(\pi x) - 1)(y^2 - 1) \quad (12)
\]

with \( \epsilon = 4x_c^2 + y_c^2 + 1 \), for the results in Tables 1 and 2, and

\[
\epsilon = \left[ \begin{array}{c}
4x_c^2 + y_c^2 + 1 \\
|x_c + y_c| \\
x_c^2 + 2
\end{array} \right].
\]

for the results in Tables 3-6. In both cases we set \( \mu = 1 \), \( \Omega = [-1,1]^2 \) and \( T = 5 \). By \( x_c \) and \( y_c \) we represent the centroid of the triangles. Note that in the implementation \( \epsilon \) must be constant in each triangle.

| \( h_{max} \) | \( ||E^x - E^x_h||_{L^2} \) | Rate | \( ||E^y - E^y_h||_{L^2} \) | Rate | \( ||H^z - H^z_h||_{L^2} \) | Rate |
|----------------|-----------------|-------|-----------------|-------|-----------------|-------|
| 1.4142e-01    | 4.1644e-01      | 2.0580| 4.1702e-01      | 2.0068| 3.5908e-01      | 2.0297|
| 7.0711e-02    | 2.4017e-02      | 2.0265| 2.5820e-02      | 2.0002| 2.1537e-02      | 2.0101|
| 3.5355e-02    | 1.4469e-03      | -     | 1.6133e-03      | -     | 1.3273e-03      | -     |

Table 1: Convergence rate in the \( L^2 \) norm for polynomial approximation of order 1.

From the analysis of Tables 1-4 we observe that the tensorial scheme preserves the optimal rate of convergence of the upwind flux in the scalar case \( \mathcal{O}(h^{N+1}) \), where \( N \) denotes the order of the polynomial involved in the approximation. Note also that the order of the
Table 2: Convergence rate in the $L^2$ norm for polynomial approximation of order 2.

<table>
<thead>
<tr>
<th>$h_{\text{max}}$</th>
<th>$| E_x^h - E_x |_{L^2}$</th>
<th>Rate</th>
<th>$| E_y^h - E_y |_{L^2}$</th>
<th>Rate</th>
<th>$| H_z^h - H_z |_{L^2}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4142e-01</td>
<td>8.6363e-04</td>
<td>3.0268</td>
<td>1.0196e-03</td>
<td>3.0124</td>
<td>1.7076e-03</td>
<td>2.9941</td>
</tr>
<tr>
<td>7.0711e-02</td>
<td>1.3002e-05</td>
<td>3.0120</td>
<td>1.5660e-05</td>
<td>3.0070</td>
<td>2.6901e-05</td>
<td>2.9978</td>
</tr>
<tr>
<td>3.5355e-02</td>
<td>1.9981e-07</td>
<td>-</td>
<td>2.4231e-07</td>
<td>-</td>
<td>4.2159e-07</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: Convergence rate in the $L^2$ norm for polynomial approximation of order 1.

<table>
<thead>
<tr>
<th>$h_{\text{max}}$</th>
<th>$| E_x^h - E_x |_{L^2}$</th>
<th>Rate</th>
<th>$| E_y^h - E_y |_{L^2}$</th>
<th>Rate</th>
<th>$| H_z^h - H_z |_{L^2}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4142e-01</td>
<td>5.4515e-01</td>
<td>2.0461</td>
<td>6.2046e-01</td>
<td>1.9949</td>
<td>3.9240e-01</td>
<td>2.0202</td>
</tr>
<tr>
<td>7.0711e-02</td>
<td>3.1963e-02</td>
<td>2.0197</td>
<td>3.9055e-02</td>
<td>1.9964</td>
<td>2.3847e-02</td>
<td>2.0067</td>
</tr>
<tr>
<td>3.5355e-02</td>
<td>1.9438e-03</td>
<td>-</td>
<td>2.4532e-03</td>
<td>-</td>
<td>1.4767e-03</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4: Convergence rate in the $L^2$ norm for polynomial approximation of order 2.

<table>
<thead>
<tr>
<th>$h_{\text{max}}$</th>
<th>$| E_x^h - E_x |_{L^2}$</th>
<th>Rate</th>
<th>$| E_y^h - E_y |_{L^2}$</th>
<th>Rate</th>
<th>$| H_z^h - H_z |_{L^2}$</th>
<th>Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.0711e-02</td>
<td>1.2739e-05</td>
<td>2.9996</td>
<td>1.4328e-05</td>
<td>2.9979</td>
<td>2.3847e-05</td>
<td>2.9979</td>
</tr>
<tr>
<td>3.5355e-02</td>
<td>1.9916e-07</td>
<td>-</td>
<td>2.2106e-07</td>
<td>-</td>
<td>1.4767e-03</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 5: Comparison of the two LSTR methods for polynomial approximation of order 1.

<table>
<thead>
<tr>
<th>$h_{\text{max}}$</th>
<th>$| E_x^h - E_x |_{L^2}$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>original fourth order, 5-stage LSRK</td>
<td>7.0711e-02</td>
<td>69.25s</td>
</tr>
<tr>
<td>improved fourth order, 14-stage LSRK</td>
<td>7.0711e-02</td>
<td>38.35s (44%)</td>
</tr>
<tr>
<td>original fourth order, 5-stage LSRK</td>
<td>3.5355e-02</td>
<td>514.26s</td>
</tr>
<tr>
<td>improved fourth order, 14-stage LSRK</td>
<td>3.5355e-02</td>
<td>295.99s (42%)</td>
</tr>
</tbody>
</table>

Table 6: Comparison of the two LSTR methods for polynomial approximation of order 2.

<table>
<thead>
<tr>
<th>$h_{\text{max}}$</th>
<th>$| E_x^h - E_x |_{L^2}$</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>original fourth order, 5-stage LSRK</td>
<td>7.0711e-02</td>
<td>132.43s</td>
</tr>
<tr>
<td>improved fourth order, 14-stage LSRK</td>
<td>7.0711e-02</td>
<td>79.71s (39%)</td>
</tr>
<tr>
<td>original fourth order, 5-stage LSRK</td>
<td>3.5355e-02</td>
<td>1259.94s</td>
</tr>
<tr>
<td>improved fourth order, 14-stage LSRK</td>
<td>3.5355e-02</td>
<td>745.40s (40%)</td>
</tr>
</tbody>
</table>

errors is about the same when we compare the problem with tensorial permittivity and the problem with scalar permittivity.

In Tables 5 and 6 we compare the two different implementations for the time integration. The error is exactly the same for both methods and the running time decreases about 40%.
Even though we only show the results for $E_x$, in our experiments we found that the error of the other field components, $E_y$ and $H_z$, present the same type of behaviour.

To illustrate the advantages of the DG method over the FD method we examine the scattering by a dielectric cylinder with a relative permittivity of $\epsilon = 5$. This scatterer with radius $r = 0.5$ and centered at the origin is excited by a Gaussian plane wave propagating along the $y$ direction. We measured the magnetic field $H_z$ at the point $(x, y) = (-1, 0)$. In Figure 1 we compare the results obtained with both methods. The DG solution was obtained using third-order polynomials and a local refined mesh formed by 920 triangles. This means that the number of unknowns is $9.2 \times 10^3$. The FD solution was obtained using a uniform mesh with $h = 1.25 \times 10^{-2}$ implying $4.0 \times 10^4$ unknowns. Our experiments show that the DG method is more accurate and efficient. The error, in the Euclidean norm, is $1.5827 \times 10^{-1}$ for the DG method and $3.6668 \times 10^{-1}$ for the FD method.

![Figure 1: Error curves for the DG solution (dash line) and FD solution (solid line).](image)
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Abstract

The PageRank algorithm for determining the importance of Web pages has become a central technique in Web search. This algorithm uses the Power method to compute successive iterates that converge to the principal eigenvector of the Markov chain representing the Web link graph. In this paper parallel Relaxed and Extrapolated algorithms based on the Power method are presented. Different parallel implementations of the Power method and the proposed variants are analyzed using different data distribution strategies. The reported experiments show the behavior of the designed algorithms for realistic test data using an hybrid OpenMP/MPI approach in order to exploit the benefits of shared memory inside the nodes of current SMP supercomputers.

Key words: PageRank, parallel algorithms, Power method, Relaxed and Extrapolated methods

1 Introduction

One of the most difficult problems in Web search is the ranking of the results recalled in response to a user query. Since contemporary Web crawls discover billions of pages, broad topic queries may result in recalling hundreds of thousand of pages containing the query terms. Only a few dozens of the recalled pages are actually presented to the user. Moreover, these results are presented in order of relevance. A variety of ranking features
are used by Internet search engines to come up with a good order. Some of the query-independent features are based on page content. Some utilize the hyperlink structure of the Web. The PageRank algorithm [11] is one of those that introduces a content neutral-ranking function over Web pages. This ranking is applied to the set of pages returned by the Google search engine in response to posting a search query. PageRank is based in part on two simple common sense concepts: A page is important if many important pages include links to it and a page containing many links has reduced impact on the importance of the pages it links to. This model has been used by Google as part of its search engine technology. PageRank is essentially the stationary distribution vector of a Markov chain whose transition matrix is a convex combination of the Web link graph and a certain rank 1 matrix. A key parameter in the model is the damping factor, a scalar that determines the weight given to the Web link graph in the model. Due to the great size and sparsity of the matrix, methods based on decomposition are considered infeasible; instead, iterative methods are used, where the computation is dominated by matrix-vector products; see e.g., [1]. Traditionally, PageRank has been computed using the Power method. Many methods to accelerate the Power method have been developed such that extrapolation methods, block-structure methods or adaptive methods; see e.g., [6], [7], [8], [14] and the references cited therein. In recent years opportunities for parallel execution have broadened their scope; see e.g., [3], [4], [12]. In this paper different parallel algorithms based on the Power method for computing PageRank are proposed and analyzed. Concretely, we present parallel Relaxed and Extrapolated algorithms based on the Power method that accelerate its convergence. The remainder of the paper is structured as follows. In Section 2 we provide a brief description of the PageRank problem and we introduce the Power method and some acceleration methods based on the extrapolation technique. In Section 3, parallel algorithms of the Power method using relaxation and/or extrapolation are introduced. The numerical experiments performed in Section 4 show the behavior of these algorithms using different data distribution strategies on both shared and distributed memory multicore architectures. Finally, in Section 5 we give some conclusions.

2 Computing the PageRank

PageRank [11] is a probability distribution used to represent the likelihood that a person randomly clicking on links will arrive at any particular page. The PageRank problem can be seen as a matrix problem. Let \( G = [g_{ij}]_{i,j=1}^{n} \) be a Web graph adjacency matrix with elements \( g_{ij} = 1 \) when there is a link from page \( j \) to page \( i \), with \( i \neq j \), and zero otherwise. Here \( n \) is the number of Web pages. From this matrix we can construct a transition matrix \( P = [p_{ij}]_{i,j=1}^{n} \) as follows: \( p_{ij} = \frac{c_{j}}{r} \) if \( c_{j} \neq 0 \) and 0 otherwise, where \( c_{j} = \sum_{i=1}^{n} g_{ij}, 1 \leq j \leq n \), represents the number of out-links from a page \( j \). For pages with a nonzero number of out-links, i.e., \( c_{j} \neq 0 \) for all \( j \), \( 1 \leq j \leq n \), the matrix \( P \) is column stochastic. Thus each element
of this matrix has values between 0 and 1, and the sum of the components of each column is 1. In this case the PageRank vector can be obtained by solving \( Px = x \). Since we are interested in a probability distribution, the sum of the components of \( x \) is assumed to be one. Algorithm 1 shows the original Power method [13] for the PageRank computation where \( e = (1, 1, \ldots, 1)^T \). Note that we use the \( L_1 \) norm \( \|x\|_1 = \sum_{i=1}^{n} |x_i| \).

**Algorithm 1 (Power method)**

Initializatio

\[ x^0 = \frac{e}{n}, \quad k = 0 \]

Repeat

\[ x^{k+1} = Px^k \]

\[ \delta = \|x^{k+1} - x^k\|_1 \]

\[ k = k + 1 \]

Until \( \delta < \epsilon \)

When the matrix \( P \geq 0 \) is irreducible (i.e., its graph is strongly connected) and stochastic, its largest eigenvalue in magnitude is \( \lambda_{\text{max}} = 1 \). Thus, Algorithm 1 converges to the eigenvector corresponding to \( \lambda_{\text{max}} = 1 \), and when normalized, it is the stationary probability distribution over pages under a random walk on the Web. However, the Web contains many pages without out-links, called dangling nodes. Dangling pages present a problem for the mathematical PageRank formulation because in this case the matrix \( P \) is non-stochastic and then Algorithm 1 can not be used. Moreover, the matrix irreducibility is not satisfied for a Web graph. In order to overcome this difficulty, Page and Brin [11] change the transition matrix \( P \) to a column stochastic matrix \( \bar{P} = \alpha(P + vd^T) + (1 - \alpha)ve^T \), where \( d \in \mathbb{R}^n \) is the dangling page indicator defined by \( d_i = 1 \) if and only if \( c_i = 0 \) and the vector \( v \in \mathbb{R}^n \) is some probability distribution over pages. This model means that the random surfer jumps from a dangling page according to a distribution \( v \). For this reason \( v \) is called a teleportation distribution. Originally uniform teleportation \( v = \frac{e}{n} \) was used. Consequently, \( v \) is also known as a personalization vector. Then, setting \( \alpha \) such that \( 0 < \alpha < 1 \) (as a good compromise Google uses \( \alpha = 0.85 \)), the matrix \( \bar{P} \) is column stochastic and irreducible. On the other hand, since \( \bar{P} \) is stochastic, then \( \bar{P} \) preserves the \( L_1 \) norm, that is, \( \|\bar{P}x\|_1 = \|x\|_1 \) and therefore we can reformulate Algorithm 1 using the matrix \( \bar{P} \) to solve the PageRank vector. That is, Algorithm 1 is utilized in order to solve the stationary distribution of the ergodic Markov chain defined by \( \bar{P} \), \( \bar{P}x = x \), obtaining the corresponding algorithm:

**Algorithm 2 (Power method for solving \( \bar{P}x = x \))**

Initializatio

\[ x^0 = \frac{e}{n}, \quad k = 0 \]

Repeat

\[ x^{k+1} = \alpha P^k \]
\[
\begin{align*}
\gamma &= \|x^k\|_1 - \|x^{k+1}\|_1 \\
x^{k+1} &= x^{k+1} + \gamma v \\
\delta &= \|x^{k+1} - x^k\|_1 \\
k &= k + 1
\end{align*}
\]

Until \(\delta < \epsilon\)

Note that although the matrix \(\bar{P}\) is dense, Algorithm 2 has been designed such that it is not necessary to construct explicitly the matrix \(\bar{P}\).

On the other hand, the extrapolation algorithms [5] accelerate the convergence of PageRank by using successive iterates of the Power method to estimate the nonprincipal eigenvectors of the hyperlink matrix, and periodically subtracting these estimates from the current iterate of the Power method. Concretely, the Extrapolation Power methods treated here exploit the knowledge of eigenvalues of the hyperlink matrix. Moreover, the extrapolation needs to be applied only once; see e.g., [5].

**Algorithm 3 (Extrapolation Power method)**

Initialization \(x^0 = \frac{e}{n}, \ k = 0\)

Repeat

\[
\begin{align*}
x^{k+1} &= \alpha P x^k \\
\gamma &= \|x^k\|_1 - \|x^{k+1}\|_1 \\
x^{k+1} &= x^{k+1} + \gamma v \\
\delta &= \|x^{k+1} - x^k\|_1 \\
k &= k + 1
\end{align*}
\]

Until \(\delta < \epsilon\)

3 Parallel Algorithms

In order to design the parallel algorithms, we consider that \(P\) is partitioned into \(p\) row blocks. Each block \(P_i\), \(1 \leq i \leq p\), is a matrix of order \(n_i \times n\), with \(\sum_{i=1}^{p} n_i = n\). Analogously, we consider the vectors \(x^k\) and \(v\) partitioned according to the block structure of \(P\). Obviously, the Power method for solving \(P x = x\) can be executed in parallel. In this case each process actualizes a block of the vector \(x^{k+1}\) and a synchronization of all processes are performed at each iteration in order to construct the global iterate vector \(x^{k+1}\). Due to this synchronization, we can use the formulation of Algorithm 2 because the property of preserving the \(L_1\) norm remains valid.
Algorithm 4 (Parallel Power method)

Initialization $x^0 = \frac{e}{n}$, $k = 0$

Repeat

In process $i$, $i = 1, 2, \ldots, p$

$$x^{k+1}_i = \alpha P_i x^k$$

$$\gamma = \|x^k\|_1 - \|x^{k+1}\|_1$$

$$x^{k+1}_i = x^k_i + \gamma v_i$$

$$x^{k+1} = [x^{k+1}_1, \ldots, x^{k+1}_p]$$

$$\delta = \|x^{k+1} - x^k\|_1$$

$k = k + 1$

Until $\delta < \epsilon$

A relaxation parameter $\beta > 0$ can be introduced and replace the computation of $x^{k+1}_i$ in (1) with the equation $x^{k+1}_i = \beta(x^{k+1}_i + \gamma v_i) + (1 - \beta)x^k_i$. Clearly, with $\beta = 1$ equation (1) is recovered. In the case of $\beta \neq 1$ we have a Relaxed Power method. In order to accelerate the convergence of Algorithm 4 we also propose a parallel Relaxed Extrapolated algorithm based on Algorithm 3 as follows. In Algorithm 5 the relaxation is applied only after the extrapolation is performed.

Algorithm 5 (Parallel Relaxed Extrapolated Power method)

Initialization $x^0 = \frac{e}{n}$, $k = 0$

Repeat

In process $i$, $i = 1, 2, \ldots, p$

$$x^{k+1}_i = \alpha P_i x^k$$

$$\gamma = \|x^k\|_1 - \|x^{k+1}\|_1$$

$$x^{k+1}_i = x^k_i + \gamma v_i$$

If $k + 1 = r + 2$ then

$$x^{k+1}_i = \frac{x^{k+1}_i - \alpha x^{k+1}_i}{1 - \alpha}$$

If $k + 1 > r + 2$ then

$$x^{k+1}_i = \beta x^{k+1}_i + (1 - \beta)x^k_i$$

$$x^{k+1} = [x^{k+1}_1, \ldots, x^{k+1}_p]$$

$$\delta = \|x^{k+1} - x^k\|_1$$

$k = k + 1$

Until $\delta < \epsilon$

Note that the computation of $\|x^{k+1}\|_1$ and $\delta$ in Algorithms 4 and 5 is also performed in parallel in such a way that each process $i$ computes the portions $\|x^{k+1}_i\|_1$ and $\|x^{k+1}_i - x^k_i\|_1$ followed by a reduction of these values. For the sake of simplicity, we have omitted these computations from the formulation of Algorithms 4 and 5.
4 Numerical setup

In order to illustrate the behavior of these methods, we have implemented the algorithms described here on an HPC cluster of 26 nodes HP Proliant SL390s G7 connected through a network of low-latency QDR Infiniband-based. Each node consists of two Intel XEON X5660 hexacore at up to 2.8 GHz and 12MB cache per processor, with 48 GB of RAM. The parallel environment has been managed using both MPI (Message Passing Interface) and OpenMP. That is, an hybrid MPI/OpenMP implementation has been designed by combining various OpenMP threads for each MPI process. That is, MPI is used for data distribution, and OpenMP in order to perform the computation inside the cores of each node. Concretely, let \( p \) be the number of processes performed, \( p = s \times c \) indicates that \( s \) nodes of the parallel platform have been used and for each one of these nodes, \( c \) OpenMP threads have been considered. Therefore, we use a philosophy of distributed shared memory using \( p = s \times c \) processes or threads. Particularly, if \( s = 1 \) the algorithms are executed in shared memory by using \( p = c \) threads on a single node. Conversely, if \( c = 1 \), we are working on distributed memory using \( p = s \) nodes. In order to test our parallel implementations of the algorithms treated here we have used two datasets of different sizes, available from http://law.dsi.unimi.it [9]. These transition matrices have been generated from a web-crawl [2]. Table 1 summarizes, for each graph, the number of nodes (matrix size), the number of arcs (nonzero elements of the matrix), the density (arcs/nodes), the percentage of dangling nodes and the needed memory in order to store the matrix.

<table>
<thead>
<tr>
<th>Graph</th>
<th>Nodes</th>
<th>Arcs</th>
<th>Dang. nodes</th>
<th>Density</th>
<th>Memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>it-2004</td>
<td>41,291,594</td>
<td>1,150,725,436</td>
<td>12.76%</td>
<td>27.87</td>
<td>4.75 GB</td>
</tr>
<tr>
<td>webbase-2001</td>
<td>118,142,155</td>
<td>1,019,903,190</td>
<td>23.41%</td>
<td>8.63</td>
<td>5.12 GB</td>
</tr>
</tbody>
</table>

Table 1: Graphs collection.

of the link matrix grows, its relative sparseness increases as well. To compute PageRank for large domains there is no possible way to work with the matrix in its full format, the memory requirements would be too high. Therefore, a sparse matrix format is needed in order to store the matrices. Concretely, the Compressed Sparse Row (CSR) format was used, which is one of the most extensively used storage scheme for general sparse matrices, with minimal storage requirements. We represent the two vectors of indexes of the CSR format by integers without sign of 32 bits, while the values are represented by using floating comma of 32 bits; the iterate vectors are represented by means of double precision of 64 bits. Taking into account that, for each column of the matrix, all nonzero elements are equal to a fixed value, it is stored once in an ordered vector. This modified CSR format (CSR') [10] has involved a reduction of memory requirements of about 63 – 73% respect to the original CSR format. Implementing the PageRank calculations in a parallel environment...
opens several possibilities in partitioning the data (i.e., how the data are divided among nodes) and load balancing (i.e., to ensure that all nodes perform similar amount of work). The most expensive operation performed in the calculation of the PageRank values is a matrix-vector multiplication. This is a perfectly parallel operation with several possible methods for partitioning both the matrix and the vector. We have considered two different methods for partitioning the link matrix among nodes. The first method we have chosen is a row-wise distribution (row-wise partitioning) where each node gets the same amount of rows. However, the number of nonzero elements per row of the link matrix used to calculate PageRank can differ immensely. In order to balance the calculations we consider a second matrix distribution strategy where each node has to handle the same amount of nonzero elements (nonzero elements partitioning).

4.1 Numerical results

Using the datasets of Table 1 we illustrate the performance of the parallel algorithms proposed in this work for computing PageRank. Of the algorithms we have discussed here for accelerating the convergence of PageRank, the combining of relaxation and extrapolation performs the best empirically. Figure 1 compares the convergence rates for the Power method and the Relaxed (REL) and/or Extrapolated (EXT) methods setting a global convergence scheme and varying the stopping criterion for the matrix webbase-2001. As it can be seen in this figure, the proposed Relaxed Extrapolated (RELEXT) methods reduce the number of iterations needed to reach residuals of $10^{-8}, 10^{-7}$ and $10^{-6}$ by 18%, 20% and 21%, respectively. The stopping criterion used in the rest of the paper has been chosen such that $\epsilon = 10^{-8}$. For this stopping criterion the Relaxed Extrapolated methods reduce the number of iterations respect to the Power method by 16% for the matrix it-2004. Note that the Simple Extrapolation ($r = 1$) is not effective (see Figure 1(a)) and slows down the convergence of the Power method. It is due to the fact that the Simple Extrapolation assumes that $\alpha$ is the only eigenvalue of modulus $\alpha$ and this is inaccurate; see e.g., [5]. By analyzing the performance of the two strategies of data distribution used, we have obtained that, generally, the nonzero elements partitioning is the best distribution strategy for all the algorithms treated here, more specially as the number of processes increases. Figure 2 illustrates this fact for the Power method for different number of processes using shared memory, distributed memory, and distributed shared memory. Our experience indicates that, for our datasets, a good choice of the values of $r$ in the Extrapolated Power method (EXT) is $r = 6$, while good choices of $\beta$ in the Relaxed Power method are between 0.97-0.98. Combining the relaxation and extrapolation such as is indicated in Algorithm 5, the best times have been obtained for these values of $r$ and $\beta$. In order to deal with larger problems and to use all the available memory in a distributed system, the best strategy of parallelization need to use at the same time the benefits of shared and distributed memory multiprocessors. From the performed experiments it follows that usually the best parallel
Parallel extrapolated algorithms for PageRank

(a) Number of iterations. (b) Reduction respect to Power method (%).

Figure 1: Convergence rates for computing PageRank, webbase-2001.

(a) Shared memory $p = 1 \ast c$. (b) Distributed memory $p = s \ast 1$. (c) Distributed Shared memory $p = s \ast 4$.

Figure 2: Row-wise versus nonzero-elements distribution. Power method, webbase-2001.

results are obtained using 1, 2 or 4 threads in each node. Moreover, it seems inappropriate to use 8 or more cores on a single node. Figure 3 shows the time that the described parallel algorithms take for computing PageRank varying the number of processes for the two datasets. The parallel Relaxed Extrapolated algorithms accelerate the convergence significantly saving $18-20\%$ in the time needed by the parallel Power method to reach a residual of $10^{-8}$ for the webbase-2001 and it-2004 matrices. On the other hand, the results show that a considerable speed-up is achieved. Concretely, the global efficiencies achieved respect to the sequential Power method were about $100-110\%$ for $p = 2$, $90-98\%$ for $p = 4$, $63-75\%$ for $p = 8$ and $45-55\%$ for $p = 16$, depending on the density of the matrices.
5 Conclusions

In this work we have made an analysis of parallel algorithms based on the Power method and the use of relaxation and/or extrapolation techniques for accelerating the computation of PageRank. Two strategies of data distribution have been used: row-wise partitioning and nonzero elements partitioning. An hybrid implementation has been designed by combining various OpenMP threads for each MPI process. The results show that the proposed parallel Relaxed Extrapolated algorithms can speed up convergence time significantly respect to the parallel Power algorithm.
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Abstract

In the leader-follower facility problem considered in this work, the aim is to maximize the profit obtained by a chain (the leader) knowing that a competitor (the follower) will react by locating another single facility after the leader locates its own facility. The demand is elastic (it varies depending on the location of the facilities) and is supposed to be concentrated at \( n \) demand points. Several heuristic methods were proposed to cope with this hard-to-solve global optimization problem. Through a comprehensive computational study, it was shown that the evolutionary algorithm TLUEGO was the heuristic which provides the best solutions. Nevertheless, TLUEGO requires high computational effort, even to manage problems with small sizes. This is mainly due to the high cost at evaluating the leader’s objective function, which requires the resolution of another hard-to-solve optimization problem, namely, the follower’s problem. In this work, three parallel strategies of TLUEGO for solving this problem, i.e., a distributed memory programming model, a shared memory programming model and a hybrid of the two previous models, which can be executed in different architectures, are proposed.

Key words: Nonlinear bi-level programming problem, centroid (or Stackelberg) problem, evolutionary algorithm, high performance computing approaches
MSC 2000: AMS codes (optional)

1 Introduction

Competitive location deals with the problem of locating facilities to provide a service (or goods) to the customers (or consumers) of a given geographical area where other competing
facilities offering the same service are already present (or will enter the market in the near future).

The scenario considered in this paper is that of a duopoly. A chain, the leader, wants to locate a new single facility in a given area of the plane, where there already exist $m$ facilities offering the same goods or product. The first $k$ of those $m$ facilities belong to the chain ($0 \leq k < m$) and the other $m-k$ to a competitor chain, the follower. The leader knows that the follower, as a reaction, will subsequently position a new facility too. The demand is supposed to be concentrated at $n$ demand points, whose locations $p_i$ are known. The location $f_j$ and quality of the existing facilities are also known. The demand points split their buying power among the facilities proportionally to the attraction they feel for them. The attraction for a facility depends on both the location and the quality of the facility. In most competitive location literature it is assumed that the demand is deterministic, i.e., fixed regardless the conditions of the market. However, demand can vary depending on prices, distances to the facilities, etc. Taking variable demand into consideration, as we do here, increases the complexity of the problem and, therefore, the computational effort needed to solve it, but it makes some models more realistic. The aim is to maximize the profit obtained by the leader following the follower’s entry. These types of bilevel programming problems were introduced by Hakimi, who introduced the terms medianoid for the follower problem, and centroid for the leader problem [2]. The interested reader is referred to [5] for an in-detailed description of the model.

For handling the centroid problem, several heuristics were proposed in [5]. The computational studies showed that the evolutionary algorithm TLUEGO (Two-Level Universal Evolutionary Global Optimizer) was more robust than the other strategies. However, the computational time employed by TLUEGO for solving small size problems was very high. This clearly suggests that a parallelization of the algorithm is needed, especially if real problems, with more demand points, are to be solved.

It is important to mention that to solve a single centroid problem, many medianoid problems have to be solved, since the evaluation of the leader’s objective function at a given point requires the resolution of the corresponding medianoid problem. Recently, in [4], the medianoid problem considered in this work, has been studied and solved using the evolutionary algorithm UEGO (Universal Evolutionary Global Optimizer), initially described in [3]. The computational studies showed that the heuristic algorithm UEGO was a good alternative to deal with the medianoid problem, and hence it will be considered in this work. Nevertheless, solving a medianoid problem is not a negligible task; on the contrary, the medianoid problem is a hard-to-solve global optimization problem (as most competitive location problems are).

Traditionally, there have existed two parallel programming models: (i) shared memory programming, where the whole memory is directly accessible to all the processes with an intent to provide communication among themselves, and (ii) distributed programming, which
is based on the message-passing mechanisms as a method to interchange information among processes. However, nowadays, computer systems are composed by several nodes with diverse processors which share memory; these nodes communicate to each other by using an interconnection network. This kind of architecture is called multicomputer. At this level, it may be possible to parallelize an application by using a hybrid programming model which combines both shared memory programming model and distributed programming model.

In this work, we propose three parallel approaches of TLUEGO, which make use of three parallel programming paradigms. The aim is to compare parallel versions and analyse theirs efficiency and effectiveness. The rest of the paper is structured as follows: In Section 2, the sequential TLUEGO is introduced and the main details of TLUEGO which can affect for its parallelization are described. Three parallel versions of TLUEGO are depicted in Section 3, and some computational studies are presented in Section 4. The paper ends with some conclusions in Section 5.

2 The sequential TLUEGO algorithm

TLUEGO is a multimodal evolutionary optimization algorithm based on subpopulations (denominated species). Initially, a random single species is generated considering the whole search space. Then, during the optimization process, a list of species is kept by TLUEGO. In fact, TLUEGO can be described as a method for managing this list (i.e. creating, deleting and optimizing species). As the algorithm evolves and applies genetic operators, new species can be created. TLUEGO performs a local optimizer operation on each species in the list, which enables the search to focus on the promising regions of the space. At each iteration of the algorithm, a selection procedure is carried out in order to keep only the best species in the list.

It is important to mention that there is no relationship among species, which means that a single species can create new candidate solutions and evolve without participation of the remaining ones. Therefore, there exists an intrinsic parallelism that can be exploited by dividing the species list into the processors.

Notice also that computational load of TLUEGO is concentrated in the evaluation of the objective function after the creation of new candidate solutions and in the local optimization procedure. Therefore, both methods are suitable for being run in parallel. The selection procedure is a very fast method which requires the knowledge of the whole species list. So, it is necessary that a single processor performs it in order to proceed as the sequential algorithm.

3 The parallel TLUEGO approaches

In this section, three parallel strategies of TLUEGO are briefly described.
The first parallel approach of TLUEGO is based on message-passing mechanisms (MPI, [6]) and implements a master-slave technique. Master-slave is a communication model where one processor (the master) has unidirectional control over one or more processors (the slaves). This technique is called "global parallel model" too, since the management of the population, is global (i.e. all the individuals in the population are considered when the selection procedure is carried out).

The second parallel approach considers a shared memory programming model. In this case, OpenMP has been selected [7] and the parallel strategy can be considered a pseudo master-slave technique, since there does no exist a master processor which distributes the species in the list; OpenMP includes mechanisms to manage the whole species list by all the processors in parallel, although a single processor is in charge of selecting the best species in the list.

The last parallel version of TLUEGO combines both message-passing and shared memory programming models. The result is a hybrid parallel model which exploits parallelism beyond a single level. A coarse-grain model is considered in an upper level, where the species list is distributed, and the pseudo master-slave strategy described above is used to work with the corresponding species sublists in a lower level. Notice that MPI is need to communicate species in the upper level and OpenMP is used for creating, deleting and optimizing species of the sublists.

4 Computational studies

All the computational study are carried out in the supercomputer Ben Arabi of the Supercomputing Center of Murcia, Spain. In particular, the executions run in Arabi, which is a Blade Cluster with 816 cores, organized in 32 nodes with 16GB of memory each, and 70 nodes with 8GB each (102 nodes altogether). Each node has 8 cores, divided into 2 Intel Xeon Quad Core (E5450) to 3.0 GHz. The algorithms have been implemented in C++.

In order to study the performance of the parallel algorithms, different types of problems, varying the number n of demand points, the number m of existing facilities and the number of k of those facilities belonging to the leader chain were generated. Moreover, several configurations varying the number of nodes, N, of Arabi and the number of cores used inside each node, Nc, have been considered.

To measure how well-utilized the processors are in solving the problem when the parallel implementations use P processors, the efficiency metric has been used, \( \text{Eff}(P) = \frac{T(1)}{P \cdot T(P)} \). Notice that \( T(1) \) is the time employed by the sequential TLUEGO, and the value of \( P \) is given by the number \( N \) of nodes multiplied by the number \( N_c \) of processors used in the nodes.

Our preliminary studies show that all parallel strategies have a good behavior in terms of effectiveness, since they always find the same solution as the sequential algorithm. Notice
that, due to the stochastic nature of the algorithms, all the experiments have been run 10 times for each instance and average values have been computed.

Concerning the efficiency analysis, both the MPI pure master-slave strategy and the OpenMP pure pseudo master-slave technique reduce the computational time proportionally to the number of processors, up to 8 processors. However, the efficiency decreases when the number of processors $P$ increases. This behaviour also appears in the hybrid parallel version, in which can be observed poor efficiency values as the number of nodes, $N$, increases.

5 Conclusion

In this study, a leader-follower problem with variable demand presented in literature (see [5]) is considered. In the problem, a chain (the leader) has to decide where to locate a new facility (and its quality) knowing that a competitor (the follower) will react by locating another facility. The demand is assumed to be variable, depending on the distances to and on the quality of the facilities. The model is a hard-to-solve global optimization problem.

Three parallel implementations of TLUEGO, devised to be executed in different architecture platforms, have been proposed. All of them exhibit good performance behaviors, obtaining either optimal or near-optimal efficiency for up to 8 processors. The results are promising and, in the near future, the scalability of these parallel approaches will be studied deeper.
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Abstract

Nowadays, clusters of interconnected workstations have become a common solution for powering large composite displays, or “cluster display walls”. Our paper is focused on analyzing a specific cluster display wall developed by Google Technology, named Liquid Galaxy, made up of homogeneous commodity hardware, running the well-known Google Earth application. With this in mind, we defined and tested different scenarios, representing the behavior of many kinds of user navigating around different places with variable densities of 3D-buildings. Our results show that the CPU, memory and local network are good enough to visualize the images properly, while depending on the user behavior, the external network constitutes the bottleneck of the system.

Keywords: Cluster Display Wall, Liquid Galaxy, Google Earth.

1 Introduction

A current method for visualizing large-scale data sets consists of using a display wall based infrastructure, in which various screens are distributed in tiles connected to a single computer using multiple video outputs. The main problem that arises when using display walls is that the images are stretched, as resolution of a single screen is resized to fit all the screens together. To bypass this problem, a cluster-based infrastructure, in which each screen is served by a computer, is proposed. Some examples are CAVE \cite{1} and GeoWall \cite{2}. In this case, visualization of the images across screens is carried out by using synchronization between computers to pass the data between them. This kind of system is capable of higher resolution and, consequently, it facilitates the analysis of the visualized data.

Nowadays, besides the fact that conventional PCs can be equipped with powerful consumer graphics cards with multiple outputs, the availability of software packages for clusters...
makes setting up cluster display walls affordable. This opens a wide range of new possibilities for using them in day-to-day scenarios in such different areas as entertainment, finance or education.

This paper focuses on the use of a specific cluster display wall hemisphere infrastructure developed by Google, named Liquid Galaxy [3]. This is composed of eight displays each connected to a computer node. It was conceived for executing Google Earth[4] and to provide an immersive geographical visualization. Taking into account the architecture of Liquid Galaxy and its possibilities, we built a new cluster display wall infrastructure using commodity hardware to identify performance issues for use in a wider range of applications.

We evaluated the main performance metrics (CPU, memory and networking) by running Google Earth in different scenarios. The results show that a cluster display wall composed of conventional desktop computers provides enough CPU and memory to execute Google Earth. However, networking constitutes an important issue, as we identify the user behavior as the determining factor in the bandwidth requirements. This analysis will permit our future work to be focused on identifying new applications fields and scenarios in which this new infrastructure can be used to visualize data and facilitate its understanding.

The paper is structured as following. Section 2 presents the architectures used in cluster display walls. Section 3 presents the case of study of Liquid Galaxy. In Section 4, we evaluate the performance parameters of a Liquid Galaxy infrastructure built with commodity hardware and also identify performance issues. Finally, in Section 5, we conclude the paper and discuss future directions.

2 Cluster Visualization Systems

A display wall is a rendering system with multiple screens connected to a single computer. Having one computer per screen is the main difference between a display wall and a cluster based display wall, because it has higher resolution by far. It allows a great amount of data to be visualized simultaneously in high definition, making it suitable for a wide range of applications where very high resolution is needed. Some current cluster display walls are: CAVE [1], GeoWall [2] and Liquid Galaxy [3]. Also, many works have focused on enabling collaboration between users through screen sharing in the same room, for example: SAGE [5], ViewDock TDW [6], Dynamo [7], Impromptu [8] and WeSpace [9].

Depending on the configuration of the system and the communication protocol to be applied, we can distinguish the following two cluster display wall architectures [10].

- **Client-server:** In the client-server model (Figure 1a), there are two sides of the application running on the system. The server is running the server-side application (APP-server), which is the main application, and which stores and refreshes the clients’ status. Each client runs an instance of the client-side application (APP-client), which is connected to the server and modifies their status and/or some of the content of
the APP-server. The user can choose one of the client nodes to interact with. This architecture can be used to execute both interactive and non-interactive applications. Interactive applications are those that allow a user to access a client node and modify its status. Consequently, it will send the changes to the server making the others clients fetch these new data and refreshing the stored status for that client node. Opti-Planet [11], Equalizer [12], Chromium [13] and CGLX [14] are examples of interactive applications to be executed in a cluster display wall environment. The non-interactive applications do not usually allow any changes by the user, although, in the case that the user could make some, these would not affect either the server or the other clients. An example of a non-interactive application is Video Streaming [15].

![Cluster display wall architectures](image)

**Figure 1: Cluster display wall architectures**

- **Master-Slave:** In the Master-Slave architecture (Figure 1b), each node runs the same application (APP), so the master must manage the synchronization among slaves to ensure consistency. The master is the only node that accepts user input and every time that the master modifies its status, it sends the changes to the slaves. Applications for this kind of architecture are usually interactive, such as Google Earth.

In this paper, we focus on the Master-Slave architecture. We study the performance characteristics of this kind of system with the specific platform, Liquid Galaxy, which is implemented in a cluster display wall, developed by Google, to run Google Earth. In the next section, we present the characteristics of the Liquid Galaxy system.
3 Liquid Galaxy

Liquid Galaxy [3] is a cluster display wall originally built to run Google Earth [4] in order to create an immersive experience for the user. Liquid Galaxy lets you navigate around the globe with its 6-axis controller, allowing you instantly zoom in, out, and turn around with completely fluid motion. You can also search and navigate to specific locations on autopilot using a touch-screen interface. Figure 2 shows an example of the Google Liquid Galaxy installed in the Technological Park in the city of Lleida (Spain) [16].

![Figure 2: Lleida Liquid Galaxy](image)

The connection schema of the Liquid Galaxy is depicted in Figure 3, which also indicates the different running steps.

We can see that each node runs the Google Earth application (GE) and the user only interacts with the master node by means of a 3D mouse. Each movement of the mouse makes the master node launch a synchronization protocol that consists of the following steps:

1. The master node captures the coordinates (Coords) of the position in Google Earth indicated by the user. These coordinates are codified in a UDP packet, named ViewSync, which contains the following information from the view in the application: latitude, longitude, altitude, heading, tilt, roll and planet name.

2. When the master’s view is moved, it sends ViewSync packets to broadcast with the objective of sending it to all the nodes in the network.

3. Every slave node has a configuration file, which holds an offset from the original
master’s view. When the slaves receive a ViewSync packet from the master, they automatically calculate and adjust their relative view by adding the local offset.

4. Every node accesses Internet with its own coordinates to download the required data (maps, imagery, 3D layer, etc.) independently from the other nodes.

As we have seen in previous steps, every node executes its own instance of Google Earth, so every node needs an Internet connection to download all the data. For this reason, a web-proxy distributed cache fits very well. Squid [17] is the official distributed cache and is also included in Liquid Galaxy. All nodes will share the same disk cache stored in each node’s SSD. With this solution, the amount of data requests from Internet can be reduced. So, if the information is available in the distributed Squid cache, shared by all nodes as peers, it is taken independently by each node.

The Liquid Galaxy system presented in this section was built specifically to give service to run Google Earth. However, the immersive visualization environment that Liquid Galaxy provides opens this kind of system for use in a wide range of applications that can benefit from an immersive visualization environment. Some examples of applications that can be run in this system are WebGL with Aquarium [18], video streaming [15], videogames like Quake 3 Arena [19], etc.
Taking this possibility into account, we built a new experimental infrastructure that we named Liquid Galaxy Code. This new platform is composed of commodity hardware with the aim of enabling it to be built economically thus ensuring extensive use. An experimentation process was carried out on this platform to evaluate its viability. This process is reported in the next section.

4 Experimentation

In this section, an experimentation process is carried out to measure and categorize the overhead produced by the use of Google Earth in the Liquid Galaxy Code infrastructure in order to show the resource requirements in usual displacements along the globe. In Figure 4, we can see the experimentation platform, which is a cluster display wall of 3 Intel Core i5 3GHz machines, with 2x4GB RAM 1600 MHz, SSD 128GB, NVidia GT620 with three 32" screens. One node acts as a master and the other two as slaves. This platform was built with commodity hardware in order to evaluate the viability of using general-purpose platforms to visualize high-resolution images in a cluster based way.

For the application under study, the requirements for computing resources vary with the environment to be visualized. Thus, we measured the three following environments, illustrated in Figure 5, with significant differences in the number of high-defined 3D buildings to be visualized:

- City: A high-density place made up by 3D buildings.
Every environment, or tour, moves throughout eight specific points of interest with a previously-established time interval between consecutive jumps. We distinguish the two following intervals:

- **Long time jumps**: the time interval for moving between two consecutive places is 14 seconds.
- **Short time jumps**: the time interval has been set to 7 seconds.

Under the experimentation framework presented above, the key computing resources, CPU, memory and networking were monitored using the Top and Tshark (Command-line based WireShark) tools. The results are presented below.

### 4.1 Experimental Results

In our experimentation, both the master and slave nodes were monitored. The results obtained showed that there are no difference between the master node and the slaves. For this reason, we only present the results obtained from the master node.

Figure 6 shows the percentage of CPU usage for the three described environments and both timing jumps. In the short time jumps, there was no difference between the three environments, and the use of CPU averaged 25% for all of them. This is due to the fact that there was not enough time between jumps to load the needed data. On the other hand, for the long time jumps, there was a remarkable difference depending on the kind of environment. The big difference was in the desert test where there were peaks at each idle position. This was caused by the low-resolution imagery and the lack of 3D buildings. This made the time interval between jumps long enough to allow the images to be fully loaded. Referring to the other environments, city and town, similar behavior can be seen.
in the CPU usage, because there are 3D buildings in both environments. However, CPU usage was slightly higher in the city due to the higher density of 3D buildings. According to these results, there is no need for a very high-performance CPU for the nodes, given that the average usage was below 30% in all cases. Nevertheless, the time between jumps is determinant for fully visualizing the images of the environment.

Another parameter studied was the memory usage throughout the test. Figure 7 shows this parameter under the same experimental framework described above. All tests proved that the RAM always increases moderately regardless of the environment and the timing jumps. Memory will always be reserved at the same rate until the limit established by the application is reached. This limit is always less than the total memory available.

A key performance parameter to analyze is the network usage because Google Earth has a heavy request of data from Internet and many synchronization packets per second. Figure
8 presents the network graph measured in kilobytes/s. Despite having the Squid cache [17] activated, we can still perceive peaks whenever a request for data is made. This happens because Squid only has an average of 20% cache hits, leading the nodes to download new data when the next place to visit is far away. There is also a common starting peak in both timings and all the tours. This initial peak appears because the tour starts with a general view of the Earth and has to move to the first coordinate, having to load all the data until the first position is reached. We can also note that the desert tour has a lower data-request because it has no 3D buildings and low-resolution maps to download. Regarding the graph of short time jumps, the time between jumps is so close that the 3D layer has almost no time to load, making it unnecessary to request that heavy-load data. The synchronization between slaves is very abundant but it does not have very much weight, making it unnoticeable for the network. So, the local network does not need a high bandwidth.

5 Conclusions and Future Work

In this paper, we have presented a cluster display wall infrastructure, named Liquid Galaxy Code, which has been built with commodity hardware. We analyzed the performance of this system running Google Earth, so that the results may be indicative of the viability of using this kind of infrastructure in a wide range of everyday applications. These applications can benefit from an immersive visualization environment showing the viability of using the tested platform in a more extensive way.

The performance analysis have shown that CPU, memory and local network are enough to visualize the images. However, the bandwidth of the external network constitutes a bottleneck. This causes that the user navigation behaviour in the tested environments, is determinant in order to be able to load all the needed data. Thus, the time interval between consecutive displacements has to be adjusted according to the density of data of
the environment to be visualized.

In the future works, we plan to identify new scenarios and applications from different fields, such as education, finance, chemistry or biology, which can benefit from the presented platform built with off-the-shelf hardware. Additionally, we will study how to adjust and synchronize a cluster display wall composed of heterogeneous nodes.
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Abstract

In this work, two families of optimal iterative methods of order eight, for solving nonlinear equations, are presented. We design them by using the weight function technique, with functions of one, two and three variables. The study of dynamical and numerical behavior of some elements of these families complete this paper.
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1 Introduction

Many problems in science and engineering include the search of the solutions of an equation of nonlinear nature. The importance of this type of troubleshooting has showed the need to develop iterative methods for the resolution of these equations.

We consider the problem of finding a zero of a nonlinear function $f : I \subset \mathbb{R} \to \mathbb{R}$, that is, a solution $\xi \in I$ of

$$f(x) = 0,$$

restricted to real functions with a unique solution inside an open interval $I$. Currently there exist numerous iterative methods for solving the nonlinear equation (1). The majority of
the computationally useful techniques to determine roots can be classified into one of the two classes: (a) iterative methods that require only functional evaluations of \( f \), and (b) methods whose iterative formula require evaluations of the function and its derivatives. There are two known simple and effective methods that represent these classes: Steffensen’ and Newton’s methods, respectively, both with order of convergence two (see, for example [6]). The search of variants of these methods with an accelerated convergence and a reduced number of operations and functional evaluations has resulted in multistep methods. These schemes belong to the class of most powerful methods that overcome the limitations of the methods of a point with respect to the order of convergence and computational efficiency. This type of iterative methods were extensively studied in Traub’s book, [11] and more recently, in [8].

Newton’s method is among the most used procedures. Many authors have studied and proposed various multistep methods that modify the mentioned scheme to solve nonlinear equations with a high-order of convergence (see [4, 3, 2]). However, these must use derivatives, which is a serious disadvantage. Sometimes, the applications of iterative algorithms that depend on derivatives are restricted in engineering and science. For these cases, different authors have developed derivative-free iterative methods in numerous papers, that only need the additional evaluations of the function (see [12, 9, 5, 10]).

In this paper, following the ideas presented in [7] and [1], we present two families of iterative methods belonging to classes (a) and (b), respectively, both of eighth-order of convergence.

## 2 Design of the families

Let us remember that the iterative expression of Steffensen’s scheme is

\[
 x_{k+1} = x_k - \frac{f(x_k)^2}{f(x_k + f(x_k)) - f(x_k)}
\]  

(2)

and Newton’s one is

\[
 x_{k+1} = x_k - \frac{f(x_k)}{f'(x_k)}.
\]  

(3)

If we compose any of these methods with itself, schemes of order 4 with 4 functional evaluations are obtained in both cases. That makes them non-optimal, according to the conjecture of Kung-Traub [13].

In double Newton scheme, let us consider a frozen derivative in the second step, obtaining a non-optimal method of order 3 (see [11]), whose iterative expression is:

\[
 y_k = x_k - \frac{f(x_k)}{f'(x_k)},
\]

\[
x_{k+1} = y_k - \frac{f(y_k)}{f'(x_k)}.
\]  

(4)
The authors in [1], using the technique of weight functions, got to increase to four the order of convergence of (4) without adding new functional evaluations. The iterative scheme of the obtained method is

\[ y_k = x_k - \frac{f(x_k)}{f'(x_k)}, \]
\[ x_{k+1} = y_k - H(u_k) \frac{f(y_k)}{f'(x_k)}, \]  

(5)

where \( H(u_k) \) represents a real-valued function and \( u_k = \frac{f(y_k)}{b_1 f(x_k) + b_2 f(y_k)} \), being \( b_1 \) and \( b_2 \) real parameters.

Now, let us consider the double Steffensen scheme, holding the expression of the denominator in the second step

\[ y_k = x_k - \frac{f(x_k)}{f(z_k, x_k)}, \]
\[ x_{k+1} = y_k - H(u_k, v_k) \frac{f(y_k)}{f(z_k, x_k)}, \]  

(6)

where \( z_k = x_k + f(x_k) \) and \( f(z_k, x_k) = \frac{f(z_k) - f(x_k)}{z_k - x_k} \). By using the technique of weight functions, Petković et al. in [7] increase to four the order of convergence of method (6) without adding new functional evaluations. The iterative scheme of the resulting method is

\[ y_k = x_k - \frac{f(x_k)}{f(z_k, x_k)}, \]
\[ x_{k+1} = y_k - H(u_k, v_k) \frac{f(y_k)}{f(z_k, x_k)}, \]  

(7)

where \( z_k = x_k + \beta f(x_k) \), \( u_k = \frac{f(y_k)}{f(x_k)} \) and \( v_k = \frac{f(y_k)}{f(z_k)} \). Under some conditions on \( H \) and for nonzero arbitrary values of \( \beta \), (7) is an optimal method of order four.

Following this idea, we design a class of three-steps methods, that satisfies the following result.

**Theorem 1** Let \( \xi \in I \) be a simple zero of a sufficiently differentiable function \( f : I \subset \mathbb{R} \rightarrow \mathbb{R} \) on the open interval \( I \). Let \( H \) and \( G \) be sufficiently differentiable real functions and \( x_0 \) be an initial approximation close enough to \( \xi \). If \( \beta = 1 \) and \( H \) and \( G \) satisfy \( H(0) = 1 \), \( H'(0) = 2b_1, H''(0) = 2b_1(2b_1 + b_2), G(0, 0) = G_v(0, 0) = 1, G_u(0, 0) = 2b_1, G_{uv}(0, 0) = 4b_1 \) and \( G_{uu} = 2b_1(3b_1 + b_2) \), then the method

\[ y_k = x_k - \beta \frac{f(x_k)}{f'(x_k)}, \]
High-order iterative methods

\[ z_k = y_k - H(u_k) \frac{f(y_k)}{f'(x_k)}, \]
\[ x_{k+1} = z_k - G(u_k, v_k) \frac{f(z_k)}{f'(x_k)}, \]

where \( u_k = \frac{f(y_k)}{b_1 f(x_k) + b_2 f(y_k)} \), being \( b_1 \) and \( b_2 \) arbitrary real parameters and \( v_k = \frac{f(z_k)}{f(y_k)} \), has order of convergence eight for any value \( b_1 \) different from zero.

From Theorem 1, we see that the most simple functions \( H \) and \( G \) are

\[ H(u) = 1 + 2b_1 u + b_1(2b_1 + b_2)u^2, \]
\[ G(u, v) = 1 + 2b_1 u + v + b_1(3b_1 + b_2)u^2 + 4b_1 uv. \]

If \( b_1 = 1 \) and \( b_2 = -2 \) then \( H = 1 + 2u \) and the first two steps of (8) correspond to the Ostrowski's method. In this case function \( G \) is \( G = 1 + 2u + v + u^2 + 4uv \).

Respect to the class (b) of iterative schemes and from (7), we obtain the following result.

**Theorem 2** Let \( \xi \in I \) be a simple zero of a sufficiently differentiable function \( f : I \subset \mathbb{R} \to \mathbb{R} \) on the open interval \( I \) and be \( x_0 \) one initial approximation close enough to \( \xi \). Let \( H \) and \( G \) be sufficiently differentiable real functions which satisfy: \( H(0, 0) = H_u(0, 0) = H_v(0, 0) = 1 \), \( H_{uv}(0, 0) = H_{vv}(0, 0) = 2 \), \( H_{uu}(0, 0) = 0 \), \( G(0, 0, 0) = G_u(0, 0, 0) = G_v(0, 0, 0) = G_{uv}(0, 0, 0) = G_{uv}(0, 0, 0) = G_{vw}(0, 0, 0) = G_{vw}(0, 0, 0) = 2 \), \( G_{wu}(0, 0, 0) = 1 \), \( |G_{wu}(0, 0, 0)| < \infty \). Then the method

\[ y_k = x_k - \frac{f(x_k)}{f(z_k, x_k)}, \]
\[ t_k = y_k - H(u_k, v_k) \frac{f(y_k)}{f(z_k, x_k)}, \]
\[ x_{k+1} = t_k - G(u_k, v_k, w_k) \frac{f(t_k)}{f(z_k, x_k)}, \]

where \( z_k = x_k + \beta f(x_k), u_k = \frac{f(y_k)}{f(x_k)}, v_k = \frac{f(y_k)}{f(z_k)} \) and \( w_k = \frac{f(t_k)}{f(y_k)} \), has order of convergence eight for any value \( \beta \) different from zero.

The most simple functions \( H \) and \( G \) in this case are

\[ H(u, v) = 1 + u + v + u^2 + v^2, \]
\[ G(u, v, w) = 1 + u + v + w + u^2 + v^2 + uv + 2(vw + uw). \]
Remark 1 The families of three-point methods (8) and (10) require four functional evaluations and have order of convergence eight. Therefore, these families are optimal in the sense of the Kung-Traub conjecture and have computational efficiency index $8^{1/4} \approx 1.6818$.

In the following sections we are going to use the elements of the families (8) and (10) obtained by choosing the weight functions (9) and (11) and the values of the parameters $b_1 = 1$ and $b_2 = 0$. These elements will be denoted by M1 and M2, respectively.

3 Dynamical aspects

The dynamical properties of the rational function associated to an iterative method acting on a polynomial give us important information about numerical features of the method as its stability and reliability (see [15]).

The dynamical behavior of the orbit of a point on the complex plane can be classified depending on its asymptotic behavior. In this way, a point in the Riemann sphere $z_0 \in \hat{C}$ is a fixed point of $R$ if $R(z_0) = z_0$. A fixed point is attracting, repelling or neutral if $|R'(z_0)|$ is less than, greater than or equal to 1, respectively. Moreover, if $|R'(z_0)| = 0$, the fixed point is superattracting.

If $z^*$ is an attracting fixed point of the rational function $R$, its basin of attraction $\mathcal{A}(z^*)$ is defined as the set of pre-images of any order such that

$$\mathcal{A}(z^*_f) = \left\{ z_0 \in \hat{C} : R^n(z_0) \to z^*, n \to \infty \right\}. \quad (12)$$

The set of points whose orbits tends to an attracting fixed point $z^*_f$ is defined as the Fatou set, $\mathcal{F}(R)$. The complementary set in the Riemann sphere, the Julia set $\mathcal{J}(R)$, is the closure of the set consisting of its repelling fixed points, and establishes the borders between the basins of attraction.

In order to draw the dynamical planes, each point of the complex plane is considered as a starting point of the iterative scheme and it is painted in different colors depending on the point which it has converged to. The figures has been generated for values of $z_0$ in $[-2,2] \times [-2,2]$, with a mesh of $800 \times 800$ points and 80 iterations per point. Depending on the number of iterations needed to converge, the color of the starting point will be brighter (less iterations) or darker (more iterations). We will represent the dynamical behavior of the mentioned elements of the two suggested classes, (8) and (10), for low-degree polynomials, showing their stability and the amplitude of the convergence regions in these cases.

When the element of family (8) M1 is considered, we observe in Figure 1 the basin of attraction of the different roots of low-degree polynomials. It is possible to observe some regions of slow convergence, in form of "flowers", whose petals make narrower while the convergence is slower. The black point in the center of the flowers correspond to regions
of no convergence. The observed dynamical planes define wide amplitudes for the different basins of the roots.

If we consider now the rational function associated to the element of family (10) and analyze its dynamical behavior, we find that there exist black regions in the dynamical planes (see Figure 2) whose orbits do not tend to any of the roots, but to the infinity. So, there are wide regions of no convergence. Moreover, it can be observed that the amplitude of the convergence regions is narrower in some cases. Nevertheless, the convergence improves when beta is closer to zero than when it is near one.

In Figure 3, we show the dynamical planes corresponding to function \( f(x) = 10xe^{-x^2} - 1 \) in \([-2, 2] \times [-2, 2]\), where two simple roots appear. These planes have been obtained by using Newton, M1 and M2 methods. In all cases, it can be observed that wide regions of non convergence appear. Some of them are due to poles of the function \( f \). We observe that the behavior of the proposed methods is not very different from the one of Newton’s scheme.

4 Numerical results

In this section we demonstrate the convergence behavior of the proposed families (8) and (10). In the numerical test made, variable precision arithmetics has been used, with 4000 digits of mantissa in Matlab R2010a. In our numerical experiments to compare the derivative-free iterative methods and the iterative methods that use derivative, we
use Newton’s method (NM): $x_{k+1} = x_k - \frac{f(x_k)}{f'(x_k)}$, Steffensen’s method (SM): $x_{k+1} = x_k - \frac{f(x_k)^2}{f(x_k + f(x_k)) - f(x_k)}$, Ostrowski’s method (OM) [17]: $x_{k+1} = y_k - \frac{f(y_k)}{f(x_k)^2} f'(x_k)$, where $y_k = x_k - \frac{f(x_k)}{f'(x_k)}$, and several iterative methods, quoted below.

Figure 2: Dynamical planes for the eighth-order family without derivatives
High-order iterative methods

Figure 3: Dynamical planes for function $10xe^{-x^2} - 1$

KWM [4]

\[
\begin{align*}
y_k &= x_k - \frac{f(x_k)}{f'(x_k)} \\
z_k &= y_k - H_1 \frac{f(y_k)}{f'(x_k)} \\
x_{k+1} &= z_k - \left[ (1 + H_1)^2 + (1 + 4H_1) H_2 \right] \frac{f(z_k)}{f'(x_k)}
\end{align*}
\]

where $H_1 = \frac{f(x_k)}{f(x_k) - 2f(y_k)}$ and $H_2 = \frac{f(z_k)}{f(y_k) - 3f(z_k)}$. 
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\[ y_k = x_k - \frac{f(x_k)}{f'(x_k)} \]
\[ z_k = y_k - H \frac{f(y_k)}{f'(x_k)} \]
\[ x_{k+1} = u_k - \left( 1 + H + \frac{1}{2} T + L \right) \frac{f(z_k)}{f'(x_k)} \]

where \( H = \frac{f(x_k)}{f(x_k) - 2f(y_k)} \), \( T = \frac{f(z_k)}{f(y_k) - 2f(z_k)} \), and \( L = 3 \frac{u_k - z_k}{y_k - x_k} \).

**ZLHM [12]**

\[ y_k = x_k - \frac{f(x_k)}{f(x_k) + f(y_k, x_k, z_k)(y_k - x_k)} \]
\[ z_k = y_k - \frac{f(y_k)}{f(y_k) + f(y_k, x_k, z_k)(y_k - x_k)} \]
\[ x_{k+1} = u_k - \frac{f(u_k)}{f(u_k) + f(u_k, y_k, x_k)(u_k - y_k) + f(u_k, y_k, x_k, z_k)(u_k - y_k)(u_k - x_k)} \]

**SKM [10]**

\[ y_k = x_k - \frac{f(x_k)}{f(x_k) + f(y_k, x_k, z_k)} \]
\[ u_k = y_k - H \frac{f(x_k)}{f(x_k) + f(y_k, x_k, z_k)} \]
\[ x_{k+1} = u_k - G \frac{f(u_k)}{f(x_k) + f(y_k, x_k, z_k)} \]

where \( H = 1 + w_1(x_k) + w_2(x_k) \), \( w_1(x_k) = \frac{f(y_k)}{f(x_k)} \), \( w_2(x_k) = \frac{f(y_k)}{f(z_k)} \), \( G = g_1 + g_2 + g_3 \), \( g_1 = 1 + (2 - f[x_k, z_k])w_1(x_k) + (1 - f[x_k, z_k])w_1(x_k)^2 \), \( g_2 = (4 - f[x_k, z_k][6 + f[x_k, z_k](-4 + f[x_k, z_k]))w_1(x_k)^3 \), \( g_3 = w_3(x_k) + w_3(x_k)^2 + (4 - 2f[x_k, z_k])w_4(x_k) \), \( w_3(x_k) = \frac{f(u_k)}{f(y_k)} \) and \( w_4 = \frac{f(u_k)}{f(z_k)} \).

Table 1 shows the expression of the test functions, the roots with sixteen significant digits and the initial approximation \( x_0 \) which is the same for all methods. Displayed in Table 2 is the number of iterations (It), the computational order of convergence (COC), the absolute values of the function \( |f(x_k)| \) and root obtained at each method \( \xi \).
Table 1: Test functions and their roots

<table>
<thead>
<tr>
<th>Test functions</th>
<th>Roots</th>
<th>Starting points</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1 = \sqrt{x^4 + 8 \sin\left(\frac{\pi}{x+2}\right) + \frac{x^3}{x+1} - \sqrt{6} + \frac{8}{17}}$</td>
<td>$\xi_1 = -2.00000000000000000$</td>
<td>$x_0 = -1.8$</td>
</tr>
<tr>
<td></td>
<td>$\xi_2 = -1.14921267469088$</td>
<td></td>
</tr>
<tr>
<td>$f_2 = x \exp(x^2) - \sin(x^2) + 3\cos(x) + 5$</td>
<td>$\xi = -1.201576112092293$</td>
<td>$x_0 = 2$</td>
</tr>
<tr>
<td>$f_3 = \sqrt{x^2 + 2x + 5} - 2\sin(x) - x^2 + 3$</td>
<td>$\xi_1 = +2.331967658939640$</td>
<td>$x_0 = 1$</td>
</tr>
<tr>
<td></td>
<td>$\xi_2 = -2.573166514902827$</td>
<td></td>
</tr>
<tr>
<td>$f_4 = x^4 + \sin\left(\frac{\pi}{x}\right) - 5$</td>
<td>$\xi_1 = +1.414213562373095$</td>
<td>$x_0 = 2$</td>
</tr>
<tr>
<td></td>
<td>$\xi_2 = -1.414213562373095$</td>
<td></td>
</tr>
<tr>
<td>$f_5 = (\sin(x) - \frac{x}{2})^2$</td>
<td>$\xi = 0$ (double root)</td>
<td>$x_0 = 0.5$</td>
</tr>
</tbody>
</table>

5 Conclusions

These results that shown in the Table 1 are in accordance with the efficiency analysis the show in Theorem 1 and Theorem 2 presented in Section 2. Both the numerical results, such as the dynamic analysis show that derivative-free methods are more sensitive to the initial approximation comparing them with those that use derivatives.

Acknowledgements

This research was supported by Ministerio de Ciencia y Tecnología MTM2011-28636-C02-02 and FONDODCYT 2011-1-B1-33 República Dominicana.

References


Table 2: Comparison of various derivative-free iterative methods

<table>
<thead>
<tr>
<th></th>
<th>NM</th>
<th>SM</th>
<th>OM</th>
<th>KWM</th>
<th>CTVM</th>
<th>M1</th>
<th>ZLHM</th>
<th>SKM</th>
<th>M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1$</td>
<td>It</td>
<td>9</td>
<td>9</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>COC</td>
<td>2.0000</td>
<td>2.0000</td>
<td>4.0000</td>
<td>8.2176</td>
<td>8.3082</td>
<td>8.0000</td>
<td>8.1662</td>
<td>7.9999</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>f(x_n)</td>
<td>$ root</td>
<td>1.6e-479</td>
<td>2.3e-574</td>
<td>8.8e-752</td>
<td>9.8e-359</td>
<td>1.4e-329</td>
<td>9.6e-2525</td>
</tr>
<tr>
<td>$f_2$</td>
<td>It</td>
<td>14</td>
<td>n.c.</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>n.c.</td>
</tr>
<tr>
<td></td>
<td>COC</td>
<td>2.0000</td>
<td>4.0000</td>
<td>7.9547</td>
<td>7.9386</td>
<td>8.0203</td>
<td>8.0038</td>
<td>8.0203</td>
<td>8.0038</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>f(x_n)</td>
<td>$ root</td>
<td>2.6e-553</td>
<td>7.9e-1063</td>
<td>3.5e-517</td>
<td>8.6e-485</td>
<td>5.0e-528</td>
<td>3.7e-1066</td>
</tr>
<tr>
<td>$f_3$</td>
<td>It</td>
<td>8</td>
<td>8</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>COC</td>
<td>2.0000</td>
<td>2.0000</td>
<td>3.9998</td>
<td>8.0286</td>
<td>7.9075</td>
<td>7.9753</td>
<td>8.0003</td>
<td>7.6578</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>f(x_n)</td>
<td>$ root</td>
<td>3.2e-422</td>
<td>1.8e-334</td>
<td>2.7e-1292</td>
<td>5.6e-500</td>
<td>6.7e-622</td>
<td>4.0e-545</td>
</tr>
<tr>
<td>$f_4$</td>
<td>It</td>
<td>9</td>
<td>70</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>n.c.</td>
<td>6</td>
<td>n.c.</td>
</tr>
<tr>
<td></td>
<td>COC</td>
<td>2.0000</td>
<td>2.0000</td>
<td>4.0000</td>
<td>8.0232</td>
<td>7.6465</td>
<td>8.0353</td>
<td>8.0000</td>
<td>2.7e-1750</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>f(x_n)</td>
<td>$ root</td>
<td>8.2e-425</td>
<td>5.1e-306</td>
<td>5.6e-621</td>
<td>1.3e-1714</td>
<td>2.3e-333</td>
<td>1.3e-092</td>
</tr>
<tr>
<td>$f_5$</td>
<td>It</td>
<td>536</td>
<td>536</td>
<td>268</td>
<td>n.c.</td>
<td>194</td>
<td>226</td>
<td>179</td>
<td>226</td>
</tr>
<tr>
<td></td>
<td>COC</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>$</td>
<td>f(x_n)</td>
<td>$ root</td>
<td>7.1e-325</td>
<td>7.9e-325</td>
<td>1.0e-326</td>
<td>3.1e-325</td>
<td>3.5e-325</td>
<td>2.5e-325</td>
</tr>
</tbody>
</table>
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Abstract

In this paper, we introduce a new class of additive codes called $\mathbb{Z}_2\mathbb{Z}_2[u]$—additive codes. This is a generalization towards another direction of recently introduced $\mathbb{Z}_2\mathbb{Z}_4$—additive codes. We determine the generator and parity-check matrices. We introduce a Gray map and give some examples of optimal codes which are the binary Gray images of $\mathbb{Z}_2\mathbb{Z}_2[u]$—additive codes.
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1 Introduction

Codes over rings with the remarkable paper by Hammons et al.[4] has been studied intensively for the last four decades. $\mathbb{Z}_2\mathbb{Z}_4$—additive codes, which are the generalization of binary linear codes and quaternary linear codes, have attracted many researchers in algebraic coding theory recently. The structure of $\mathbb{Z}_2\mathbb{Z}_4$—additive codes and their duals has been determined [2, 3]. Aydogdu and Siap generalize these codes as $\mathbb{Z}_2\mathbb{Z}_2[u]$—additive codes [1]. Another important ring of four elements is the ring $R = \mathbb{Z}_2 + u\mathbb{Z}_2 = \{0, 1, u, 1 + u\}$ where $u^2 = 0$. A linear code $C$ over $R$ is permutation equivalent to a code with generator matrix,

$G = \begin{bmatrix} I_{k_1} & A & B_1 + uB_2 \\ 0 & uI_{k_2} & uD \end{bmatrix}$

where $A$, $B_1$, $B_2$ and $D$ are matrices over $\mathbb{Z}_2$.

We know that the ring $\mathbb{Z}_2$ is a subring of the ring $R$. Being inspired by the structure of $\mathbb{Z}_2\mathbb{Z}_4$—additive codes, we introduce the ring,

$\mathbb{Z}_2\mathbb{Z}_2[u] = \{(a, b) \mid a \in \mathbb{Z}_2 \text{ and } b \in R\}.$
The ring \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \) is not well-defined with respect to the usual multiplication by \( u \in R \). Therefore, the ring is not an \( R \)-module. To make it well-defined and enrich with an algebraic structure we introduce a new multiplication as follows.

We define a map

\[
\eta : R \rightarrow \mathbb{Z}_2 \\
\eta(a + bq) = a
\]

as \( \eta(0) = 0, \eta(1) = 1, \eta(u) = 0 \) and \( \eta(u + 1) = 1 \). It is clear that \( \eta \) is a ring homomorphism. Using this map, we define a scalar multiplication as follows. For \( v = (a_0, a_1, \ldots, a_{\alpha - 1}, b_0, b_1, \ldots, b_{\beta - 1}) \in \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} \) and \( d \in R \) we have

\[
dv = (\eta(d)a_0, \eta(d)a_1, \ldots, \eta(d)a_{\alpha - 1}, db_0, db_1, \ldots, db_{\beta - 1}).
\]

\section{\( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive Codes}

In this section, we introduce \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive codes. We determine their generators. We also define a dual code and obtain its parity check matrix.

**Definition** A linear code \( \mathcal{C} \) is called a \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive code if it is a \( \mathbb{Z}_2 + u\mathbb{Z}_2 \)–submodule of \( \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} \) with respect to the scalar multiplication defined in (*)). Then the binary image \( \Phi(\mathcal{C}) = C \) is called \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–linear code of length \( n = \alpha + 2\beta \) where \( \Phi \) is map from \( \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} \) to \( \mathbb{Z}_2^k \) defined as:

\[
\Phi(a, b) = (a_0, a_1, \ldots, a_{\alpha - 1}, \phi(b_0), \phi(b_1), \ldots, \phi(b_{\beta - 1}))
\]

for all \( a = (a_0, a_1, \ldots, a_{\alpha - 1}) \in \mathbb{Z}_2^{\alpha} \) and \( b = (b_0, b_1, \ldots, b_{\beta - 1}) \in (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} \) and \( \phi : R \rightarrow \mathbb{Z}_2 \) is defined by \( \phi(0) = (0, 0), \phi(1) = (0, 1), \phi(u) = (1, 1), \phi(u + 1) = (1, 0) \). According to the definition, we can say that a \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive code is isomorphic to an abelian structure like \( \mathbb{Z}_2^{k_0} \times \mathbb{Z}_2^{k_1} \times \mathbb{Z}_2^{k_2} \). Here, the first \( \alpha \) coordinates of \( \mathcal{C} \) are elements from \( \mathbb{Z}_2 \) and remaining \( \beta \) coordinates are from \( \mathbb{Z}_2 + u\mathbb{Z}_2 \).

Let \( \mathcal{C}_0^F \) be the submodule, \( \mathcal{C}_0^F = \{(a, b) \in \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} | b \text{ free over } (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta}\} \) and we say \( \dim(\mathcal{C}_0^F) = k_1 \). Let \( D = \mathcal{C} \setminus \mathcal{C}_0^F = \mathcal{C}_0 \oplus \mathcal{C}_1 \) such that \( \mathcal{C}_0 = \{(a, b) \in \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} | a \neq 0\} \subseteq \mathcal{C} \setminus \mathcal{C}_0^F \) and \( \mathcal{C}_1 = \{(a, b) \in \mathbb{Z}_2^{\alpha} \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\beta} | a = 0\} \subseteq \mathcal{C} \setminus \mathcal{C}_0^F \). Now, denote the dimension of \( \mathcal{C}_0 \) as \( k_0 \) and the dimension of \( \mathcal{C}_1 \) as \( k_2 \). Considering all these parameters we say \( \mathcal{C} \) is of type \( (\alpha, \beta; k_0, k_1, k_2) \).

\subsection{Generator Matrices of \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive Codes}

**Theorem 2.1.1** Let \( \mathcal{C} \) be a \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive code of type \( (\alpha, \beta; k_0, k_1, k_2) \). Then \( \mathcal{C} \) is permutation equivalent to a \( \mathbb{Z}_2[\mathbb{Z}_2[u]] \)–additive code with the standard form matrix,

\[
G = \begin{bmatrix}
I_{k_0} & A_1 & 0 & 0 & uT \\
0 & S & I_{k_1} & A & B_1 + uB_2 \\
0 & 0 & uI_{k_2} & uD
\end{bmatrix}
\]
where $A$, $A_1$, $B_1$, $B_2$, $D$, $S$ and $T$ are matrices over $\mathbb{Z}_2$.

**Example 2.1.2** Let $\mathcal{C}$ be a $\mathbb{Z}_2\mathbb{Z}_2[u]−$additive code of type $(2, 3; 1, 2, 0)$ with generator matrix,

$$
\begin{bmatrix}
1 & 1 & u & u \\
0 & 1 & 1 & 0 \end{bmatrix} + u \begin{bmatrix}
1 & 0 & 1 & u \\
0 & 0 & 0 & 1 \\
\end{bmatrix}.
$$

(2)

Then $\mathcal{C}$ has the standard form matrix as follows,

$$
G = \begin{bmatrix}
1 & 1 & 0 & 0 & u \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
\end{bmatrix}
$$

and $\mathcal{C}$ has $|\mathcal{C}| = 2^4 4^2 = 32$ codewords.

### 2.2 Duality of $\mathbb{Z}_2\mathbb{Z}_2[u]−$additive Codes

We define an inner product for $v, w \in \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$ as

$$
\langle v, w \rangle = u \left( \sum_{i=1}^{a} v_i w_i \right) + \sum_{j=\alpha+1}^{\alpha+\beta} v_j w_j \in (\mathbb{Z}_2 + u\mathbb{Z}_2).
$$

Let $\mathcal{C}$ be a $\mathbb{Z}_2\mathbb{Z}_2[u]−$additive code. The additive dual of $\mathcal{C}$, denoted by $\mathcal{C}^\perp$, is then defined in standard way as

$$
\mathcal{C}^\perp = \left\{ w \in \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta | \langle v, w \rangle = 0 \text{ for all } v \in \mathcal{C} \right\}.
$$

We further define the following auxiliary mappings for constructing an additive dual code of a $\mathbb{Z}_2 (\mathbb{Z}_2 + u\mathbb{Z}_2)−$additive code. Let $\chi : \mathbb{Z}_2 \to (\mathbb{Z}_2 + u\mathbb{Z}_2)$ such that $\chi(0) = 0$ and $\chi(1) = u$. And let $\psi : (\mathbb{Z}_2 + u\mathbb{Z}_2) \to \mathbb{Z}_2$ for all $x \in (\mathbb{Z}_2 + u\mathbb{Z}_2)$ as;

$$
\psi(x) = \begin{cases} 
0, & x = 0 \text{ or } x = u \\
1, & x = 1 \text{ or } x = u + 1 
\end{cases}
$$

Finally, we define also the identity map, $I : \mathbb{Z}_2 \to (\mathbb{Z}_2 + u\mathbb{Z}_2)$ such that $I(0) = 0$ and $I(1) = 1$.

Also, denote the extensions of these functions with the same notations. Therefore, we have: $(\chi, I_d) : \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta \to (\mathbb{Z}_2 + u\mathbb{Z}_2)^\alpha \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$, $(\psi, I_d) : (\mathbb{Z}_2 + u\mathbb{Z}_2)^\alpha \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta \to \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$ and $(I, I_d) : \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta \to (\mathbb{Z}_2 + u\mathbb{Z}_2)^\alpha \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$. The following lemma presents an intersection between these maps.

**Lemma 2.2.1** Let $v \in \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$ and $w \in (\mathbb{Z}_2 + u\mathbb{Z}_2)^{\alpha + \beta}$ then $\langle \chi(v), w \rangle_u = \langle v, \psi(w) \rangle$, where $\langle , \rangle_u$ denotes the standard inner product of vectors in $(\mathbb{Z}_2 + u\mathbb{Z}_2)$.

**Corollary 2.2.2** If $v, w \in \mathbb{Z}_2^a \times (\mathbb{Z}_2 + u\mathbb{Z}_2)^\beta$ then $\langle \chi(v), I(w) \rangle_u = \langle v, w \rangle$.

**Proposition 2.2.3** Let $\mathcal{C}$ be a $\mathbb{Z}_2\mathbb{Z}_2[u]−$additive code of type $(\alpha, \beta; k_0, k_1, k_2)$. Then $\mathcal{C}^\perp = \psi(\chi(\mathcal{C})^\perp)$. 

2.3 Parity-check Matrices of $\mathbb{Z}_2[\mathbb{Z}_2[u]]$—additive Codes

As in classical case, the generator matrix of the dual code is important. In the following theorem, we give the standard form of the generator matrix of the dual code.

**Theorem 2.3.1** Let $C$ be a $\mathbb{Z}_2[\mathbb{Z}_2[u]]$—additive code of type $(\alpha, \beta; k_0, k_1, k_2)$ with standard form matrix (1). Then the generator matrix for the additive dual code $C^\perp$ is given by

$$H = \begin{bmatrix} -A^t & I_{\alpha - k_0} & -uS^t & 0 & 0 \\ -T^t & 0 & -(B_1 + uB_2)^t + D^tA^t & -D^t & I_{\beta - k_1 - k_2} \\ 0 & 0 & -uA^t & uI & 0 \\ 0 & 0 & uI & u & 0 \end{bmatrix}.$$  

**Example 2.3.2** Let $C$ be a $\mathbb{Z}_2[\mathbb{Z}_2[u]]$—additive code of type $(2, 3; 1, 1, 1)$ with the generator matrix (2). Then we can write the parity-check matrix of $C$ as follows,

$$H = \begin{bmatrix} 1 & 1 & u & 0 & 0 \\ 1 & 0 & 0 & 1 & 0 \end{bmatrix}.$$  

It is clear that $C$ is of type $(2, 3; 1, 1, 0)$ and has $|C| = 2^14^1 = 8$ codewords.

3 Examples of Optimal Codes

We present some optimal codes derived from this family of additive codes.

**Example 3.1** Let $C$ be a $\mathbb{Z}_2[\mathbb{Z}_2[u]]$—additive code of type $(7, 7; 3, 1, 0)$ with the generator matrix

$$\begin{bmatrix} 1 & 0 & 1 & 1 & 0 & 0 & 0 & 1 + u & 1 & 1 + u & 1 + u & 1 & 1 & 1 & 1 & 1 \end{bmatrix}.$$  

Using the gray map which we defined before, we have $\Phi(C) = C$ is a [21, 5, 10] binary code.

**Example 3.2** Consider the $\mathbb{Z}_2[\mathbb{Z}_2[u]]$—additive code of type $(9, 9; 6, 1, 0)$ with the generator matrix

$$\begin{bmatrix} 1 & 1 & 0 & 1 & 0 & 1 & 1 & 0 & 0 & 1 + u & 1 + u & 1 + u & 1 & 1 & 1 & 1 & 1 & 1 \end{bmatrix}.$$  

Then the binary image of this code has parameters [27, 8, 10].
Conclusion

In this work, we introduce linear codes that are special modules and a Gray map that maps this family to linear binary codes. We study their generator matrices and by introducing an inner product we define their duals and determine their parity-check matrices. We conclude by presenting some optimal binary codes obtained through this family. Since this is a new definition and a promising family, this topic awaits a deeper exploration.
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Abstract

A mathematical model which simulates drug delivery from an ocular implant into the vitreous chamber of the eye is proposed. The model consists of coupled systems of partial differential equations linked by interface conditions. The chemical structure, the viscoelastic properties and the diffusion phenomena are taken into account to simulate the evolution of released drug. Numerical simulations that illustrate the interplay between these phenomena are included.
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1 Introduction

The vitreous humor is the clear gel that fills the space between the lens and the retina of the eyeball of humans and other vertebrates (Figure 1). It is bounded by the lens, the hyaloid membrane, and the retina. The vitreous is stuck to the retina, but with aging, the vitreous can separate from it. The vitreous humor makes up 80% of the eye to hold its fairly spherical shape.

There are a number of severe diseases that can affect the vitreous and the retina, which must be treated over long periods of time and where drugs must be maintained in their therapeutic windows. Among these diseases we mention:

- Age-related macular degeneration which is a medical condition that usually affects older adults and results in a loss of vision in the center of the visual field because of damage to the retina.
Drug Delivery from an Ocular Implant

- Glaucoma that is an eye disease in which the optic nerve is damaged and that is normally associated with increased fluid pressure in the anterior chamber of the eye.

- Diabetic retinopathy which is a retinopathy caused by complications of diabetes, that affect the blood vessels of the retina.

![Anatomy of the Human Eye](http://en.wikipedia.org/wiki/)

Figure 1: Anatomy of the human eye (http://en.wikipedia.org/wiki/).

Delivering drugs to the vitreous chamber of the eye assumes a crucial role and is a challenging problem due to the presence of various physiological and anatomical barriers. Classical ocular drug delivery systems for posterior segment diseases fall under one of the following categories:

- Systemic delivery: systemic administration of drugs to the blood stream directly, in the form of injections, or by absorption into the blood stream, in the form of pills.

- Topical delivery: topical delivery in the form of ophthalmic drops which is the most common method used to treat ocular diseases.

None of these first drug delivery systems is effective. In fact systemic delivery is not effective because as the eye has a relatively small size the drug concentration carried by the blood stream is not enough which means that it does not reach the therapeutic window of the drug; with topical delivery just a small fraction of drug reaches the posterior segment of
the eye due to physiological barriers which difficult the inlet in vitreous of drug in systemic circulation.

Those classical drug delivery systems are being replaced by direct intravitreal injection or intravitreal implants of drug. As vitreal injections imply several treatments and can cause side effects as the increase of intraocular pressure and the damage of crystalline lens intravitreal implants have deserved much attention these last years. In this paper we will study intravitreal delivery of drug through implants. This delivery system is nowadays the most used method to treat the vitreous chamber of the eye. Intravitreal implants include nonbiodegradable and biodegradable polymers. Controlled release of a therapeutic agent from a biodegradable polymeric system presents an alternative to traditional treatment strategies that can overcome some of the problems associated with pulsed delivery ([9]).

Many drugs have a narrow concentration window of effectiveness and may be toxic at higher concentration ([9]), so the ability to predict local drug concentrations is necessary for proper loading of the delivery system. Mathematical models play a central role in drug release because not only they explain the kinetics of the delivery by describing the interplay of the different phenomena as they quantify the effect of physical parameters in the delivery trend. Several authors have studied mathematical models to describe transport and elimination of drugs in the vitreous ([2, 3, 7, 9]). However at the best of our knowledge the delivery of drug from a biodegradable implant has not yet been addressed. There are several type of implants already approved for ophthalmic applications. The model presented in this paper is a general transport model in a biodegradable viscoelastic material. However in the numerical simulations some physical data from a FDA ¹ approved intravitreal implant, Ozurdex, have been used (Figure 2).

In Section 2 the geometry of the vitreous chamber of the eye and of the intravitreal implant are described. In Section 3 the mathematical model is presented. Numerical simulations that illustrate the kinetics of the drug release and emphasis the effect of degradation and viscoelasticity are exhibited in Section 4. Finally in Section 5 some conclusions are drawn.

Figure 2: Ocular implant (http://www.tanner-eyes.co.uk/patient_ozurdex.html and http://marcelohosoume.blogspot.pt/2010/10/iluvien-and-future-of-ophthalmic-drug.html).

¹FDA- Food and Drug Administration.
addressed.

2 Geometry

The geometrical model of the human eye adopted in the present study is shown in Figure 3 and is based on the physiological dimensions ([7]).

Figure 3: Geometry of the vitreous chamber of the human eye ($\Omega_2$), hyaloid membrane ($\partial \Omega_2$, $\partial \Omega_3$), lens ($\partial \Omega_4$), retina ($\partial \Omega_5$), ocular implant ($\Omega_1$) and its boundary ($\partial \Omega_1$).

The vitreous chamber is mainly composed of vitreous humor and comprises about two-third of the eye. The lens is located behind the iris and is modeled here as an ellipsoid. The hyaloid membrane and the lens separate the anterior chamber and the posterior chamber of the eye from the vitreous chamber. The retina forms the boundary for the vitreous on the posterior surface and is modeled as a spherical surface with a radius of 9.1 mm. The intravitreal implant is placed into the vitreous, as shown in Figure 3, and it is geometrically represented by a cylinder with radius 0.023 mm and height 0.6 mm.

3 Mathematical model

The implant with dispersed drug is placed into the vitreous, near the retina (Figure 3). The drug is released in a controlled manner through the vitreous which is a porous media, and its target is the retina, affected by an inflammatory process.
The diffusion-reaction equation that describes the drug dynamics in the polymer is represented by

\[
\begin{aligned}
\frac{\partial C_1}{\partial t} &= \nabla (D_1(M)\nabla C_1) + D_v \Delta \sigma - k_1 C_1 \text{ in } \Omega_1 \times (0, T) \\
\frac{\partial \sigma}{\partial t} + \frac{E}{\mu} \sigma &= EC_1 \text{ in } \Omega_1 \times (0, T) \\
\frac{\partial M}{\partial t} + \beta_1 M &= \beta_2 C_1 \text{ in } \Omega_1 \times (0, T)
\end{aligned}
\]  

where \( \Omega_1 \) stands for the implant (a cylindrical device with dispersed drug), \( C_1 \) is the drug concentration in the polymer, \( \sigma \) is the stress exerted by the polymer and \( M \) represents the polymer molecular weight. The diffusion coefficient of the drug in the polymer, \( D_1 \), is a function of the molecular weight, the parameter \( D_v \) stands for a stress driven diffusion coefficient and \( k_1 \) is the degradation rate of the drug. The second equation in (1) results from the Maxwell fluid model ([4],)

\[
\frac{\partial \sigma}{\partial t} + \frac{E}{\mu} \sigma = E \frac{\partial \varepsilon}{\partial t},
\]

that relates the stress with the strain \( \varepsilon \) where \( E \) represents the Young modulus of the polymer and \( \mu \) its viscosity. To eliminate the strain from the system we consider that the strain satisfies

\[
\varepsilon = k \int_0^t C_1(x, s) ds,
\]

where \( k \) is a dimensional constant. From (2) and (3) the second equation in (1) is obtained where the constant \( k \) has been absorbed by \( E \).

The third equation in (1) represents the degradation of the polymer and \( \beta_1, \beta_2 \) are physical constant which are material dependent. It is expected that as the polymer erodes, the diffusion of the drug concentration becomes larger, so we define

\[
D_1(M) = \lambda e^{\frac{M_0}{M_0+M}},
\]

where \( M_0 \) is the initial molecular weight.

Let us now consider the drug dynamics in the vitreous, where the diffusion of drug occurs from the polymer towards the vitreous and the retina. In general, mass transport in the vitreous is not described by diffusion only, but convection is equally important. Convection is due to the steady permeation of the aqueous humor through the vitreous, and diffusion is driven by the concentration gradient ([?]). To simulate the dynamics of drug in the vitreous we take into account a diffusion reaction equation, where the velocity of aqueous permeation ([2],[?],[1],[6]) is given by Darcy’s law in \( \Omega_2 \), as follows:
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\[
\frac{\partial C_2}{\partial t} + v \cdot \nabla C_2 - D_2 \Delta C_2 = 0 \text{ in } \Omega_2 \times (0, T),
\]

and

\[
\begin{cases}
    v = -\frac{K}{\mu_1} \nabla p \text{ in } \Omega_2 \times (0, T) \\
    \nabla \cdot v = 0 \text{ in } \Omega_2 \times (0, T)
\end{cases}
\]

In equation (5) \( C_2 \) represents the concentration of the drug in the vitreous, \( D_2 \) is the diffusion coefficient of the drug in the vitreous and \( v \) the velocity of aqueous permeation given by (6). In this last system \( K \) is the permeability of the vitreous and \( \mu_1 \) is the viscosity of the permeating aqueous humour ([?]). The term \( \frac{K}{\mu_1} \) is referred to as the hydraulic conductivity.

Equations (1-6) are completed with initial conditions represented by

\[
\begin{cases}
    C_1 = c_0, \text{ in } \Omega_1, t = 0 \\
    \sigma = \sigma_0, \text{ in } \Omega_1, t = 0 \\
    M = M_0, \text{ in } \Omega_1, t = 0 \\
    C_2 = 0, \text{ in } \Omega_2, t = 0 \\
    v = 0, \text{ in } \Omega_2, t = 0 \\
    p = 2000, \text{ in } \Omega_2, t = 0
\end{cases}
\]

Boundary conditions of different type will be used in the model:

- Boundary conditions for the pressure:

\[ p = 2000, \text{ in } \partial \Omega_2 \cup \partial \Omega_3, t > 0, \]

\[ p = 1200, \text{ in } \partial \Omega_5, t > 0. \]

We note that \( \partial \Omega_2 \cup \partial \Omega_3 \) represent the hyaloid membrane and \( \partial \Omega_5 \) represents the retina.

- Interface boundary conditions for the flux of drug concentration:

\[ D \nabla C_1 \cdot \eta = A(C_1 - C_2), \text{ in } \partial \Omega_1, t > 0. \]

- Wall conditions for the velocity: \( v = 0 \), in the boundary \( \partial \Omega_4 \), of the vitreous chamber \( \Omega_2 \), and in the boundary of the implant \( \partial \Omega_1 \) (Figure 3).
4 Numerical simulations

In this section we will present some simulations to illustrate the behaviour of drug concentration in the implant and in the vitreous. In the case the values of the constants were not available, we used values that make physical sense but that may not correspond to the characteristics of the intravitreous implant. Consequently this study has mainly a qualitative character.

The numerical simulations have been obtained with $C_0 = 1.7887 \times 10^{-6}$, $M_0 = 0.5 \times 10^{-6}$ and $\sigma_0 = 0.5 \times 10^{-6}$ (mol/mm$^3$), where $\sigma_0$ represents the initial stress in the implant.

The diffusion coefficient of the drug in the implant is defined considering $\lambda = 1 \times 10^{-11}$ in (4) and its diffusion coefficient in the vitreous is defined by $D_2 = 1 \times 10^{-8}$. We recall that the diffusion in the polymer will increase as the molecular weight decreases. The following values for the parameters:

$$k_1 = 1 \times 10^{-10}, \beta_1 = 5 \times 10^{-4}, \beta_2 = 1 \times 10^{-9}, \mu = 2 \times 10^{-4}, E = 1 \times 10^{-7},$$

and

$$A_c = 5 \times 10^{-5}, D_v = 1 \times 10^{-11}, \mu_1 = 0.7, \rho = 970, K = 0.7 \times 8.4 \times 10^{-8},$$

have been considered. The units of the previous parameters are such that the equations are dimensionally correct when concentrations are considered in mol/mm$^3$ as previously indicated.

In Figure 4 the drug concentration at time $t = 5$ min and $t = 1$ h are presented. It can be observed that as time evolves the drug is released and less drug concentration is inside the implant. We remark that the maximum concentration for $t = 5$ min is higher than the maximum concentration at $t = 1$ h.

![Drug concentration in the implant at 5 min (left) and 1 h (right).](image)

The pressure in the vitreous chamber is showed in Figure 5. The evolution of the pressure from the top ($p = 2000$ Pa) until the boundary of the vitreous chamber that is in
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contact with the retina ($p = 1200 \text{ Pa}$), can be observed. In Figure 6 the drug concentration

![Drug concentration in the vitreous chamber at 5 min (left) and 1 h (right).](image)

Figure 5: Steady pressure in the vitreous chamber.

in the vitreous chamber is plotted for $t = 5 \text{ min}$ and $t = 1 \text{ h}$.

During the first instants of the delivery process, no drug is observed in the vitreous, except near the ocular implant, and as time increases more drug concentration is available to diffuse. For a better understanding of the qualitative behaviour of the drug concentration in the vitreous chamber, we present in Figure 7, the plot of drug concentration vs time at a point located inside the vitreous chamber and close to the lens. It can be observed that the drug concentration increases until it attains a maximum value, at $t = 30 \text{ min}$; for $t > 30 \text{ min}$ the drug concentration decreases until no drug concentration is present in the ocular implant. This qualitative behaviour is in agreement with medical data, establishing
that for a duration of $T$ units of time the maximum concentration of drug is attained for $T$, where $\frac{T}{4} < T < \frac{T}{3}$.

Figure 7: Drug concentration in the vitreous chamber along two hours.

Figure 8: Drug concentration in the implant at $t = 2h$ - influence of degradation rate $\beta_1 = 5 \times 10^{-4}$ (left) and $\beta_1 = 1 \times 10^{-5}$ (right).

In Figure 8 the influence of the degradation rate is illustrated: a smaller value of $\beta_1$ leads to a slower degradation process and consequently more concentration is observed inside the polymeric implant.

In Figure 9 the influence of Young modulus is illustrated. As expected the increase of Young, $E$, delays the drug release and consequently more drug concentration is observed inside the polymer. In fact as crosslinking density is proportional to $E$, the large is this parameter, the more stiff is the material and a more significant barrier difficults the release of drug.
5 Conclusion

A coupled model to simulate *in vivo* drug delivery from an intravitreal viscoelastic biodegradable implant has been developed. The whole process is described by a set of partial differential equations that take into account passive diffusion, convection resulting from the permeation of aqueous humor, stress driven diffusion and the degradation of the polymer. At the best of our knowledge the dynamics of drug desorption has not been described so far in the literature considering the simultaneous interplay between mechanical, physical and chemical effects. The numerical simulations show qualitative agreement with the physical expected behavior. The model clarifies the large influence of the degradation parameter in sustained drug delivery. The viscoelastic properties of the polymeric implant are also shown to be an effective control mechanism to delay or to speed up the release of drug. Mathematical modeling is a unique tool to explain transport mechanisms, and to help in implant design, avoiding expensive and extensive experimentation.

In future work physical values for all the parameters of the model should be retrieved. Also more realistic mechanical models will be considered and the heterogeneous structure of the vitreous, that is characteristic of elderly patients, should be taken into account.
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Abstract

In this paper the transport of a drug through a viscoelastic biodegradable material is studied. The phenomenon is described by a set of three coupled partial differential equations that take into account passive diffusion, stress driven diffusion and the degradation of the material. The stability properties of the system are studied. Numerical simulations show an influence of viscoelastic and degradation parameters in agreement with the expected physical behaviour.

Key words: viscoelasticity, Young modulus, degradation

1 Introduction

In the past few decades biodegradable polymers have attracted the attention of many researchers mainly for their applications in controlled drug delivery \cite{5}. In this paper we will consider transport of a drug through a viscoelastic and hydrolyzed polymeric matrix.

The main actors in drug delivery are the living system, the composition of drug, the polymeric matrix where it is dispersed and the external conditions of release as for example the presence of an electric field or a heat source. To obtain a predefined release profile the mechanisms of control can act essentially on the polymeric matrix and the external conditions. In this paper we study a mathematical model to predict the influence of the mechanical and chemical properties of the polymer - viscoelasticity and degradation-
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the release rate. As degradation proceeds, the polymer molecular weight decreases and diffusional paths open through the matrix allowing solved drug molecules to leave the device [6]. Because of the increasing permeability of the system upon polymer degradation, the constant diffusion coefficient is replaced by a molecular weight dependent diffusion coefficient [7]. The viscoelastic behaviour of the polymeric matrix is described by a Maxwell fluid model [1, 2, 3].

The paper is organised as follows. In Section 2 the mathematical model is presented. In Section 3 the qualitative behaviour of the released mass is studied. A fully discrete method that mimics the properties of the continuous problem is described in Section 4 and numerical simulations are exhibited in Section 5. Finally in Section 6 some conclusions are addressed.

2 The mathematical model

We consider a polymer filling a bounded domain $\Omega \subseteq \mathbb{R}^n$ with boundary $\partial \Omega$. The diffusion of drug from this polymer is described by the following system of partial differential equations:

\[
\begin{cases}
\frac{\partial C}{\partial t} = \nabla (D(M) \nabla C) + \nabla (D_v \nabla \sigma) & \text{in } \Omega \times (0, T], \\
\frac{\partial \sigma}{\partial t} + \frac{E}{\mu} \sigma = EC & \text{in } \Omega \times (0, T], \\
\frac{\partial M}{\partial t} + \beta_1 M = \beta_2 C & \text{in } \Omega \times (0, T],
\end{cases}
\]

(1)

where $C$ represents the unknown concentration of the drug inside the polymer, $\sigma$ is the unknown stress, $M$ is the unknown molecular weight of the polymer. The viscoelastic influence in the drug transport is represented by the term $\nabla (D_v \nabla \sigma)$ where $D_v$ is the so-called viscoelastic diffusion coefficient. This term states that the polymer acts as a barrier to the diffusion: as the drug strains the polymer it reacts with a stress of opposite sign. To account for the increasing permeability of the system upon polymer degradation, the diffusion coefficient is defined as

\[D(M) = D_0 e^{\frac{M_0}{M_0 + M_0}},\]

where $D_0$ is the diffusion coefficient of drug in the non-hydrolyzed polymer and $M_0$ is its initial molecular weight. The second equation in (1) defines the viscoelastic behaviour of the polymer by the Maxwell fluid model [2, 3]

\[
\frac{\partial \sigma}{\partial t} + \frac{E}{\mu} \sigma = E \frac{\partial \epsilon}{\partial t},
\]
where $E$ represents the Young modulus of the material, $\mu$ its viscosity and $\epsilon$ is the strain produced by the drug molecules. If we assume that

$$\epsilon = k \int_0^t C(x,s)ds$$

where $k$ is a positive constant we obtain the second equation in (1) where this constant has been absorbed by $E$. In the third equation of (1) $\beta_1$ and $\beta_2$ are constants that characterize the degradation properties of the material.

System (1) is completed with initial conditions

$$\begin{align*}
C(x,0) &= C_0, \ x \in \Omega, \\
\sigma(x,0) &= \sigma_0, \ x \in \Omega, \\
M(x,0) &= M_0, \ x \in \Omega,
\end{align*}$$

and boundary conditions

$$\begin{align*}
C(x,t) &= 0 \text{ on } \partial \Omega \times (0,T], \\
\sigma(x,t) &= 0 \text{ on } \partial \Omega \times (0,T], \\
M(x,t) &= 0 \text{ on } \partial \Omega \times (0,T],
\end{align*}$$

where $\partial \Omega$ denotes the boundary of $\Omega$.

### 3 Qualitative behaviour of a mass related functional

In this section we study the qualitative behaviour of the mass related functional

$$M(t) = \int_\Omega C^2(t)dx, \ t \geq 0.$$ 

From the second equation of (1) we easily get

$$\sigma(t) = E \int_0^t e^{-\frac{E}{\mu}(t-s)}C(s)ds + \sigma(0)e^{-\frac{E}{\mu}t}, \ t \geq 0.$$ 

Replacing in the first equation of (1) we obtain for $C$

$$\frac{\partial C}{\partial t} = \nabla(D(M)\nabla C) + E \int_0^t e^{-\frac{E}{\mu}(t-s)}\nabla(D_v\nabla C(s))ds \text{ in } \Omega \times (0,T]. \quad (2)$$
As \( \frac{1}{2}M'(t) = \int_I C(t) \frac{\partial C}{\partial t}(t) \, dx \) we deduce, considering (2)

\[
\frac{1}{2}M'(t) = - \left\| \sqrt{D(M)} \nabla C(t) \right\|^2 - \left( E \int_0^t e^{-\frac{E}{\mu}(t-s)} D_0 \nabla C(s) \, ds, \nabla C(t) \right),
\]

where \((.,.)\) stands for the scalar product in \( L^2(\Omega) \). From (3) we have

\[
\frac{1}{2}M'(t) + \overline{D}_0 \left\| \nabla C(t) \right\|^2 \leq \frac{D_0^2}{4\epsilon^2} E^2 \left\| e^{-\frac{E}{\mu}(t-s)} \nabla C(s) \right\|^2 + \epsilon^2 \left\| \nabla C(t) \right\|^2,
\]

where \( \overline{D}_0 \leq D \) and \( \epsilon \neq 0 \). Consequently we deduce

\[
\frac{1}{2}M'(t) + \left( \overline{D}_0 - \epsilon^2 \right) \left\| \nabla C(t) \right\|^2 \leq \frac{D_0^2}{4\epsilon^2} E^2 \int_0^t e^{-\frac{E}{\mu}(t-s)} \, ds \int_0^t \left\| \nabla C(s) \right\|^2 \, ds,
\]

and then

\[
M(t) + 2\left( \overline{D}_0 - \epsilon^2 \right) \int_0^t \left\| \nabla C(s) \right\|^2 \, ds \leq \frac{D_0^2}{2\epsilon^2} E^2 \int_0^t \int_0^s \left\| \nabla C(\mu) \right\|^2 \, d\mu \, ds + M(0).
\]

If \( \epsilon^2 \) is such that

\[
\overline{D}_0 - \epsilon^2 > 0
\]

we obtain

\[
M(t) + \int_0^t \left\| \nabla C(s) \right\|^2 \, ds \leq \frac{D_0^2}{\max\{1, 2(\overline{D}_0 - \epsilon^2)\}} \epsilon^2 \frac{E^2}{\mu} \int_0^t \int_0^s \left\| \nabla C(\mu) \right\|^2 \, d\mu \, ds
\]

\[
+ \frac{1}{\max\{1, 2(\overline{D}_0 - \epsilon^2)\}} M(0).
\]

Finally Gronwall's Lemma [4] leads to

\[
M(t) + \int_0^t \left\| \nabla C(s) \right\|^2 \, ds \leq \frac{1}{\max\{1, 2(\overline{D}_0 - \epsilon^2)\}} M(0) e^{\frac{D_0^2}{\max\{1, 2(\overline{D}_0 - \epsilon^2)\}} \epsilon^2 \frac{E^2}{\mu} t}. \tag{4}
\]

This last inequality establishes that \( M(t) \) and \( \int_0^t \left\| \nabla C(s) \right\|^2 \, ds \) are bounded for bounded intervals of time. We note that (4) can be improved by eliminating the exponential factor in its right hand side [8]. A stability result of type

\[
M(t) + \int_0^t e^{-\gamma(t-s)} \left\| \nabla C(s) \right\|^2 \, ds \leq M(0)
\]

can then be stated for a convenient choice of the parameters of the model.
4 A discrete model

In order to simplify the presentation we consider in what follows $\Omega = (0, 1)$. We fix $h > 0$ and we introduce in $\Omega$ the grid

$$I_h = \{x_i, i = 0, \ldots, N, x_0 = 0, x_N = 1, x_i - x_{i-1} = h, i = 1, \ldots, N\}.$$

Discretizing the spatial derivative using the second order finite difference discretization

$$\frac{\partial}{\partial x}(D(M)\frac{\partial C}{\partial x})(x_i, t) \simeq \frac{D\left(M(x_i, t) + M(x_{i+1}, t)\right)D_{-x}C(x_{i+1}, t) - D\left(M(x_i, t) + M(x_{i-1}, t)\right)D_{-x}C(x_i, t)}{h},$$

where $D_{-x}$ represents the backward finite difference operator. We replace (1) by the following ordinary differential system

$$\begin{cases}
\frac{dC_i(t)}{dt} = \frac{1}{h} (D(A_h M_i(t))D_{-x}C_{i+1}(t) - D(A_h M_{i-1}(t))D_{-x}C_i(t)) + D_v D_{2h} \sigma_i(t), \\
\frac{d\sigma_i(t)}{dt} + \frac{E}{\mu} \sigma_i(t) = EC_i(t), \\
\frac{dM_i(t)}{dt} + \beta_1 M_i(t) = \beta_2 C_i(t),
\end{cases} \tag{5}$$

and where, for $i = 1, \ldots, N-1, C_i(t), \sigma_i(t)$ and $M_i(t)$ stand for semi-discrete approximation of $C(t), \sigma(t)$ and $M(t)$, respectively. In (5) $A_h$ represents the average operator

$$A_h v(x_i) = \frac{1}{2} (v(x_i) + v(x_{i+1})),$$

and $D_{2h}$ is the second-order finite difference operator

$$D_{2h} u(x_i) = \frac{u(x_{i+1}) - 2u(x_i) + u(x_{i-1})}{h^2}, \quad i = 1, \ldots, N - 1.$$

To solve system (5) we use the discretized boundary conditions

$$C_0(t) = C_N(t) = \sigma_0(t) = \sigma_N(t) = M_0(t) = M_N(t) = 0,$$

and the initial conditions

$$C_i(0) = C_0, \sigma_i(0) = \sigma_0, M_i(0) = M_0, \quad i = 1, \ldots, N.$$
The time integration of (5) is performed considering as implicit-explicit approach, defined by

\[
\begin{cases}
  C_{i}^{n+1} - C_{i}^{n} = \frac{1}{\Delta t} (D(A_{h}M_{i}^{n})D_{-x}C_{i+1}^{n+1} - D(A_{h}M_{i-1}^{n})D_{-x}C_{i}^{n+1}) + D_{v}D_{2,h}\sigma_{i}^{n}, \\
  \sigma_{i}^{n+1} - \sigma_{i}^{n} = \frac{E}{\mu} \sigma_{i}^{n} = E C_{i}^{n+1}, \\
  M_{i}^{n+1} - M_{i}^{n} = \frac{\beta_{1}}{\Delta t} M_{i}^{n} = \beta_{2} C_{i}^{n+1}.
\end{cases}
\]

(6)

In (6) \(C_{i}^{n}, \sigma_{i}^{n},\) and \(M_{i}^{n}\) for \(i = 1, \ldots, N\) stand for time for approximations of \(C_{i}(t_{n}), \sigma_{i}(t_{n})\) and \(M_{i}(t_{n})\) in the time grid defined by

\[ \{t_{n}, n = 0, \ldots, M, t_{0} = 0, t_{M} = T, t_{n} - t_{n-1} = \Delta t, n = 1, \ldots, M - 1 \}. \]

System (6) is completed with the following conditions

\[ C_{0}^{n} = C_{N}^{n} = \sigma_{0}^{n} = \sigma_{N}^{n} = M_{0}^{n} = M_{N}^{n} = 0, \quad n = 0, \ldots, M. \]

It can be shown that method (6) is second order consistent in space and first order in time.

In the numerical simulations, that we present in Section 5, we consider the drug released mass defined by

\[ M(t) = \int_{\Omega} C(x, 0)dx - \int_{\Omega} C(x, t)dx, \quad (7) \]

for each \(t \in [0, T].\)

5 Numerical results

In this section we illustrate the use of the numerical scheme (6). We take \(C_{0} = 1, M_{0} = 0.5, \sigma_{0} = 0.5, D_{0} = 0.01, D_{v} = -1 \times 10^{-4}, \mu = 1 \times 10^{-2}, E = 1 \times 10^{-3}, \beta_{1} = 0.1, \beta_{2} = 1 \times 10^{-3}, \Delta t = 5 \times 10^{-4}, h = 1 \times 10^{-2}.\) The units of the concentration are \(mol/mm^{3}\). The units of other variables and parameters are such that the equations are dimensionally correct.

In Figure 1 the evolution of \(C\) in time is illustrated. As expected the drug concentration decreases in time. The evolution of \(M\) is plotted in Figure 2, where the decrease in time of the molecular weight is consequence of the polymer degradation. In order to see that the evolution inside the polymer is not spatially homogeneous, a plot of the molecular weight at \(t = 4\) is presented in Figure 2(right).
Figure 1: Concentration at different times.

Figure 2: Molecular weight (left) at different times and a zoom of molecular weight at $t = 4$ (right).
In Figure 3 the influence of diffusion on released mass and molecular weight are shown for $t = 0.5, 2, 4$. As $D_0$ increases the released mass increases because the diffusion process becomes faster. Consequently as $D_0$ increases the concentration inside the polymer decreases and from the third equation in (1) we conclude that the molecular weight decreases. Obviously that taking into account the non linear character of the problem this argument is naive and it can not be considered a general result. However in Figure 3 (right) we illustrate this ansatz for the data used in our simulations.

Figure 3: Influence of the diffusion on the released mass (left) and the molecular weight (right).

The influence of the degradation rate is presented in Figure 4. As expected if the degradation rate increases the rate delivery of the drug also increases. In the right of Figure
4 we observe that the increase of the degradation rate is closely related with loss of molecular weight.

In Figure 5 we study the dependence of released mass on the viscoelastic diffusion coefficient $D_v$. We observe that the polymer acts as a barrier that difficulties drug diffusion. The drug molecules strain the polymer and it exerts a stress of opposite sign. The non Fickian flux $-D_v(\nabla \sigma)$ is, in a certain sense a antiflux which decreases the Fickian flux $-D(\nabla C)$. From a mathematical point of view we represent this interpretation by considering $D_v < 0$. In agreement with this description the increase of $|D_v|$ leads to a delay of release.

In Figure 6 the influence of Young modulus, $E$, in the drug concentration inside the polymer is presented at $t = 0.5$. The crosslink density of the polymer is proportional to
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Young modulus $E$ and consequently as this constant increases the polymer offers more resistance to the exit of the drug, which is delayed.

6 Conclusion

A model to simulate transport through a biodegradable viscoelastic material is studied. The analytical treatment of the system of partial differential equations lead to the establishment of stability results. The influence of mechanical and degradation parameters is analysed, showing agreement with physical behaviour. We believe that with future improvements the model can be used as a tool to design biodegradable polymers with predefined properties.
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Abstract

A boolean sum differential quadrature method is proposed. It combines an interpolation operator having a fundamental function with minimal compact support and a quasi-interpolation operator exact on the space of polynomials reproduced by the first one. We recall the resulting numerical scheme in the quintic case and derive new schemes from low degree B-splines.

Key words: differential quadrature, B-spline, interpolation, discrete quasi-interpolation

1 Introduction

The Differential Quadrature Method (DQM) is a numerical discretization technique for the approximation of derivatives by means of weighted sums of function values. It was introduced by Bellman and coworkers in the early 1970’s, and it has been extensively employed to approximate spatial partial derivatives (cf. [2], [8] and references quoted therein). The classical DQM is polynomial-based, but some spline based DQMs have been proposed the limitation concerning the number of grid points involved. Given a B-spline (cf. [3], [9]), a cardinal lagrangian or hermitian spline with a compactly supported fundamental function is defined, from which the approximation of the derivatives is derived. The construction of these spline interpolants depends strongly on the degree of the B-spline (see for instance [4] and [10]). In this work we present a DQM based on interpolation and quasi-interpolation. Firstly, we consider the construction of compactly supported cardinal functions $L$ based on B-splines such that

$$L (j) = \delta_{j,0}, \quad j \in \mathbb{Z},$$

(1)
\( \delta \) being the Kronecker sequence. Then, we revise some spline discrete quasi-interpolants defined from the same B-splines (cf. e.g. [3], [9] and references quoted therein). Finally, both the interpolants and the quasi-interpolants are used to define new interpolants having compactly supported fundamental functions again, and the maximal order of approximation. The quintic case is described and compared with the results obtained in [10].

2 Spline interpolation

Let \( M_n \) be the B-spline of order \( n \geq 2 \) centered at the origin. We look for a symmetrical fundamental function \( L \) such that

\[
L = \sum_{j \in J} c_j M_n (2 \cdot -j)
\]

for some \( c_j \in \mathbb{R} \). Once the structure for \( L \) is fixed, we prove that there exist such functions satisfying the interpolation conditions (1) and we determine one of them.

We will use the following notations. For each \( r \geq 0 \), \( e_r (z) := z^r \) is the monomial of degree \( r \), \( \mathbb{P}_r \) denotes the space of polynomials of degree at most \( r \), and \( \tilde{M}_n := \sum_{j \in \mathbb{Z}} M_n (j) e_j \) stands for the symbol of \( M_n \).

Lemma 1 The Laurent polynomials

\[
\Phi_0 := \sum_{j \in \mathbb{Z}} M_n (2j) e_{2j} \quad \text{and} \quad \Phi_1 := \sum_{j \in \mathbb{Z}} M_n (2j + 1) e_{2j+1}
\]

have no common zeros on \( \mathbb{C} \setminus \{0\} \).

As a consequence of the previous lemma (see [7]), any finite sequence \( c \) satisfying the identity

\[
\Phi_0 \sum_{j \in \mathbb{Z}} c_{2j} e_{2j} + \Phi_1 \sum_{j \in \mathbb{Z}} c_{2j+1} e_{2j+1} = 1
\]

provides such a function \( L \). We use this result in order to obtain a symmetric fundamental function with a small support.

Proposition 2 For each \( n \geq 4 \), let \( J := \{-d_n, \ldots, d_n\} \) where

\[
d_n := \begin{cases} 
|r| - 2, & \text{for } n \text{ even}, \\
|r| - 1, & \text{for } n \text{ odd},
\end{cases}
\]

and \( |r| \) denotes the integer part of \( r \in \mathbb{R} \). Then, there are coefficients \( a_j, 0 \leq j \leq 2d_n \) such that the function

\[
L = a_0 M_n (2 \cdot +d_n) + \cdots + a_{2d_n} M_n (2 \cdot -d_n)
\]
satisfies conditions (1). It follows that
\[ \text{supp } L \subset \begin{cases} \left[ -\frac{n}{2} + 1, \frac{n}{2} - 1 \right], & \text{for } n \text{ even}, \\ \left[ -\frac{n}{2} + \frac{3}{4}, \frac{n}{2} - \frac{3}{4} \right], & \text{for } n \text{ odd}. \end{cases} \]

For a given function \( f \) defined on the real line, the spline
\[ L(f) = \sum_{i \in \mathbb{Z}} f(i) L(\cdot - i) \]
interpolates \( f \) at the integers. Its associated scaled operator
\[ L_h(f) = \sum_{i \in \mathbb{Z}} f(hi) L\left(\frac{\cdot}{h} - i\right) \]
permit us to interpolate \( f \) at \( h\mathbb{Z}, h > 0 \).

3 Discrete quasi-interpolation

In practice we need a spline interpolant \( I(f) \) such that its associated scaled operator \( I_h \) provides the maximal approximation order, i.e.
\[ \| I_h(f) - f \|_\infty \leq C h^n \| f^{(n)} \|_\infty \]
for some constant \( C \) independent of \( f \) and \( h \), when \( f \in C^n(\mathbb{R}) \) with \( f^{(n)} \in L^\infty(\mathbb{R}) \). To construct \( I \), we will consider an appropriate discrete quasi-interpolant based on the B-spline \( M_n \). A such discrete quasi-interpolant \( Qf \) for a given function \( f \) is a linear combination of integer translates of \( M_n \). It can be written as
\[ Qf = \sum_{i \in \mathbb{Z}} f(i) q_n(\cdot - i), \tag{3} \]
with \( q_n = \sum_{j=-m}^{m} \gamma_j M_n(\cdot - j) \). In general, the compactly supported function \( q_n \) does not satisfy conditions (1). There are different methods to determine the coefficients \( \gamma_j \) but the exactness of \( Q \) on \( \mathbb{P}_{n-1} \) is required, i.e. \( Q(p) = p \) for all \( p \in \mathbb{P}_{n-1} \).

Let \( Q \) be a quasi-interpolant exact on \( \mathbb{P}_{n-1} \). The order of approximation of \( L \) is increased by forming the boolean sum \( L \oplus Q \) of \( L \) and \( Q \), defined by the expression \( L \oplus Q = L + Q - LQ \). It is well known (cf. [5, Section 9.4]) that \( L \oplus Q \) inherits the interpolation properties of \( L \), the exactness of \( Q \), and produces \( C^{n-2}(\mathbb{R}) \) functions.
4 Boolean sum based differential quadrature

We propose to define the interpolation operator $I$ as the boolean sum of $L$ and a quasi-interpolation operator, $Q$, i.e. $I = L \oplus Q$. From (2) and (3), we can write

$$I (f) = \sum_{i \in \mathbb{Z}} f (i) L (\cdot - i) + \sum_{i \in \mathbb{Z}} (Q (f) (i) - f (i)) q (\cdot - i).$$

We use this expression to approximate the derivative of a function with respect to a space variable.

We recall the quintic case (see [1]) based on a Chebyshev quasi-interpolation operator and compare this two-stage method with the scheme proposed in [10] for a given function defined on the real line. In practice this function is defined on an interval, and standard additional modifications are required near the boundary.

In [10] the following fundamental function is constructed

$$\varphi = \frac{20523}{440} M_5 - \frac{3483}{110} \left( M_5 \left( \cdot + \frac{1}{3} \right) + M_5 \left( \cdot - \frac{1}{3} \right) \right) + \frac{8829}{880} \left( M_5 \left( \cdot + \frac{2}{3} \right) + M_5 \left( \cdot - \frac{2}{3} \right) \right) - \frac{131}{110} (M_5 (\cdot + 1) + M_5 (\cdot - 1)).$$

It is supported on $[-4, 4]$, and the corresponding quintic interpolation spline

$$Z (f) = \sum_{i \in \mathbb{Z}} f (i) \varphi (\cdot - i)$$

is defined on the uniform partition $\frac{1}{3} \mathbb{Z}$ of $\mathbb{R}$.

It is easy to derive the expression

$$Z (f) (i) = -\frac{1}{60} f (i - 3) + \frac{3}{20} f (i - 2) - \frac{3}{4} f (i - 1) + \frac{3}{4} f (i + 1) - \frac{3}{20} f (i + 2) + \frac{1}{60} f (i + 3)$$

for the derivative of $Z (f)$ at $i \in \mathbb{Z}$. Although $Z$ is an operator exact on $\mathbb{P}_5$, the obtained formula is exact on $\mathbb{P}_6$.

We give the error of this formula for $f \in C^7 (\mathbb{R})$.

**Proposition 3** Let $i \in \mathbb{Z}$. For any $f \in C^7 (\mathbb{R})$, the error for the scheme given by (5) satisfies

$$|f' (i) - Z (f)' (i)| \leq \frac{1}{140} \left\| f^{(7)} \right\|_{\infty, [i-3, i+3]},$$

where $\left\| g \right\|_{\infty, I}$ stands for the uniform norm of $g$ on the interval $I$. 
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The method proposed here is obtained by combining a quintic spline interpolation operator, $L$, and a quintic quasi-interpolant, $Q$ (see [6]). From the results in Section 2, we get the fundamental function

$$L = -\frac{15}{208} M_6 (2 \cdot +1) + \frac{15}{8} M_6 (2 \cdot) - \frac{15}{208} M_6 (2 \cdot -1).$$

It is a spline function defined on the uniform partition $\frac{1}{2} \mathbb{Z}$ of $\mathbb{R}$. It has support $[-2, 2]$.

We also consider the quasi-interpolant (see [6])

$$Q f = \sum_{i \in \mathbb{Z}} \left( \sum_{j=-3}^{3} \gamma_j f (i - j) \right) M_6 (\cdot - i),$$

(7)

where

$$\gamma = \left( \begin{array}{cccc} 353 & 1891 & 19631 & 15781 \\ 30720 & 15360 & \frac{1}{3} & \frac{1}{3} \\ 30720 & 7680 & \frac{1}{3} & \frac{1}{3} \\ 30720 & 15360 & \frac{1}{3} & \frac{1}{3} \end{array} \right).$$

The quintic interpolation operator $I = L \oplus Q$ produces the formula

$$I (f)' (i) = \frac{6}{38338560} (f (6) - f (-6)) - \frac{9}{26624} (f (5) - f (-5))$$

$$- \frac{9584640}{1422127} (f (4) - f (-4)) + \frac{14341}{479232} (f (3) - f (-3))$$

$$- \frac{377275}{479232} (f (2) - f (-2)) + \frac{28205}{479232} (f (1) - f (-1)).$$

(8)

It requires the values of $f$ at the points in a larger subset than the Zhong’s one. However, next result shows that the constant in the error expression is smaller than $\frac{1}{140} \approx 0.00714286$.

**Proposition 4** Let $i \in \mathbb{Z}$. For any $f \in C^7 (\mathbb{R})$, the error for the scheme given by (8) satisfies

$$\left| f' (i) - I (f)' (i) \right| \leq 0.00324516 \left\| f^{(7)} \right\|_{\infty, [i-3, i+3]}.$$

(9)

Formula (8) is more complex than (5), but the constant in (9), despite not being optimal, is about the 45% of the one in (6). Thus, we can use equation (8) to solve numerically a problem with a bigger step $h$. Moreover, we take advantage in using (7) instead of (4) to interpolate the numerical solution of that problem because its associated partitions are $\frac{1}{2} \mathbb{Z}$ and $\frac{1}{3} \mathbb{Z}$, respectively.

We will consider a general family of discrete quasi-interpolants in order to derive new differential quadrature methods by using the boolean sum based method.
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Abstract

A numerical procedure to obtain the threshold voltage in MOSFETs transistors has been developed by means of a weighted ENO scheme. Making use of this technique, the numerical noise that comes up in the experimental and simulated data usually employed to characterize these transistors is much reduced. The need of an accurate determination of these parameters motivates the use of this advanced numerical approach, that solves many of the issues that affect the conventional parameter extraction procedures currently in use in the microelectronics industry. In addition, also the influence of DIBL effects on the threshold voltage in short channel MOSFETs has been analyzed with this weighted ENO procedure.
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1 Introduction

MOSFETs (Metal Oxide Semiconductor Field Effect Transistors) are the cornerstone in the current semiconductor industry since they are the most used devices for integrated circuit fabrication. Consequently, great efforts have been devoted in the last twenty years to characterize, simulate and model these MOSFET transistors. The scaling race, the reduction
of transistor dimensions to improve the integrated circuit performance, has focused the research and development efforts in this industry since its very beginning. Because of this, billions of devices can be integrated in state-of-the-art chips [9], [12].

After the fabrication of these transistors, they undergo a characterization process, where the main electrical features: electric currents, capacitances and other magnitudes are measured versus the voltages applied at their terminals, and finally analyzed. These curves are used to determine relevant parameters that characterize the device operation. In particular, these parameters are introduced within compact models to help electronics engineers incorporate the new devices in the circuits they design.

From the compact modeling viewpoint, both the analytical expressions and the extracted parameters are important. The differences between several transistor technologies are included in a file of parameters that allow the inclusion of a certain fabrication technology in the engineers design tools. That is why an exact determination of these parameters is essential to reduce design costs. The extraction process is performed using numerical adjustments and regressions of hundreds of experimentally measured curves. In doing so, the approximation theory and the numerical techniques employed are essential, and in this context we present this paper.

In this work we will use a one-dimensional W.E.N.O. procedure [1], [10] to conveniently approximate the second derivative of a whole family of curves extracted from a two-dimensional drain current data set for MOSFET transistors. To do so, we will take advantage of the essentially non oscillatory nature of the corresponding polynomial WENO interpolation to extract the MOSFET transistor threshold voltage ($V_T$), which is known to be a key magnitude from the modeling viewpoint [8]. There are many different numerical techniques to determine the threshold voltage [4, 14] although we will focus in one of the most currently chosen in industry: the Transconductance Change Method (TCM) or Second Derivative Method (SDM) [3, 4, 5, 7, 13]. In the TCM method, the threshold voltage is related to the determination of the gate voltage at which the transistor low drain voltage derivative of the transconductance is maximum (the transconductance is obtained as the drain current derivative with respect to the gate voltage). Therefore, see Figure 1, this parameter is calculated by obtaining the maximum of the second derivative of the drain current versus gate voltage curve measured at constant low drain voltage (voltages are measured with respect to a grounded terminal: the source; $V_{ds}$ and $V_{gs}$ are equivalent to $V_d$ and $V_g$ respectively):

$$\frac{\partial^2 I_d}{\partial V_g^2} \bigg|_{\text{measured at low } V_d, V_g=V_T}$$ is a maximum.

Making use of this development, we pretend to study the dependence of the threshold voltage on the drain voltage ($V_d$). This effect is essential in current transistors due to their reduced size; it is known to be produced by Drain Induce Barrier Lowering (DIBL) effects. In general, the higher the $V_d$ the lower the $V_T$. It is well known in the literature that this
dependence can be approximately described with a linear relation [3].

In order to deepen on this issue, we have simulated several transfer characteristics ($I_d - V_g$) for different drain voltages. We applied on this 2D data set of drain current values our technique to study the dependence commented before. We have analyzed if the advantages of the technique for 1D dataset (great reduction of numerical noise, good accuracy at calculating the second or higher order derivatives..., see ref. [1]) also hold when dealing with 2D data sets.

2 WENO methods

As it is well explained and documented in the literature, the WENO procedure (or Weighted ENO) is an improved technique, introduced by Liu et al. in [11], consisting in assigning to each subinterval all the possible stencils of a certain length containing it and constructing the interpolating polynomial as a particular convex combination of the corresponding polynomials. This is a better approach than in the ENO method, since now we will use all the information provided for the simpler ENO selection process, obtaining a higher order of accuracy at points in smooth regions of the function. The key then will be the appropriate assignments of weights to this convex combination in order to minimize the net contribution to the final combination of those polynomials corresponding to singularity-crossing stencils. In this way, the necessity of choosing appropriate “smoothness indicators” that will be capable of measuring adequately the smoothness of the function being interpolated is of vital
importance. Jian and Shu [10] presented some of such indicators, usually more efficient than that proposed originally by Liu et al.

Another important issue of these techniques is that they were proposed originally for their application to the numerical resolution of hyperbolic problems and that they are formulated for the construction of the corresponding ENO or WENO interpolants, based mainly on cell averages and not just on point values. But some other authors, like those in [2] have adapted the original procedures to the corresponding point-value interpolation framework, that is what we also use here.

3 Transistor description

In order to analyze the numerical procedures for extracting the threshold voltage reported at the introduction, we have simulated a conventional silicon MOSFET transistor making use of ATLAS (a TCAD tool developed by Silvaco [6] for electronics device simulation, design and characterization). The main technological features of the transistor simulated are the following: $L = 0.3 \mu m$ channel doping concentration at the oxide surface level $N_A = 10^{17} \text{ cm}^{-3}$, and oxide thickness $T_{ox} = 8.7 \text{ nm}$; a N$^+$ poly-silicon gate was used.

4 Results and discussion

The first results obtained with this WENO procedure are being very encouraging, and in good agreement with the results from the experimental measurements and other model
validations using different techniques, so they are making us thinking that they could be appropriate tools for many problems of this type.

In Figure 3, the simulated drain current versus gate voltage of the device under study is shown. This is one of the curves extracted from the data in Figure 2. The derivative of these data is shown in Figure 4. As it is well known, the numerical noise is much greater when calculating derivatives of the simulated and measured data, which is the case here. Nevertheless, the use of the WENO procedure, greatly reduces the oscillations. These effects are obviously greater for the second derivative; but this time, again, the use of an advance numerical procedure such as WENO produces a smooth data set (see Figure 5). This output allowed us to easily calculate the threshold voltage since the maximum is clearly defined and the typical errors connected with the numerical noise produced in calculating the derivatives are avoided.

The use of the previously described WENO procedure helped us with the analysis of the threshold voltage dependence on the drain voltage, due to the well known DIBL effects [3]. As can be seen, a linear trend shows up when the threshold voltage is calculated versus the drain voltage, as expected (see Figure 6). The use of this method presents promising possibilities for the automatic determination of the threshold voltage in different bias conditions using the TCM method. In this respect, the numerical stability linked to the WENO procedure could permit the inclusion of complex parameter extraction methods, numerically speaking, in conventional industrial tools.
A WENO-based method to improve the determination of the threshold voltage

Figure 4: Approximation of the first derivative $I'_d(A/V)$ versus gate voltage, $V_g(V)$, using the WENO procedure.

Figure 5: Approximation of the maximum of the second derivative $I''_d(A/V^2)$ versus gate voltage, $V_g(V)$. 
Figure 6: Calculated threshold voltage $V_T(V)$ versus drain voltage, $V_d(V)$, obtained by means of the transconductance change method, using the WENO approximations of the derivatives and a linear interpolation at specific points.
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Abstract

The objective of this paper, is to study the error estimates of the Hermite interpolation operator of a multivariate function defined on a given regular simplex using the first and the second derivatives of the given function at the vertices of the simplex. The obtained operator is the identity of the cubic polynomials. When the data are given inside the simplex, we construct another approximation operator and we give the associated error estimates.
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1 Introduction

Let $S$ be a simplex in the d-dimensional Euclidean space $\mathbb{R}^d$, with vertices $\nu_0, \ldots, \nu_d$. Suppose we know the values of a function $f$ and those of its partial derivatives up to order two at the vertices of $S$. Our aim is to construct an approximation operator that interpolate $f$ and its derivatives from this data.

Thomas F. Sturm [3] considered the Hermite interpolation operator

$$L[f](x) = \sum_{i=0}^{d} \left( f(\nu_i) \varphi_i(\lambda(x)) + \sum_{r=0, r\neq i}^{d} D_{\nu_r} f(\nu_i) \phi_{i,r}(\lambda(x)) \right)$$
modified Hermite interpolant on the simplex

that interpolate \( f \) and its first derivatives at the vertices of \( S \). He proved that \( L \) reproduce the space of quadratic polynomials. The basis functions \( \varphi_i \) and \( \phi_i \) \( 1 \leq i \leq d \), are the cubic polynomials given by

\[
\varphi_i(\lambda(x)) = \lambda_i \left( 1 + \lambda_i - \sum_{r=0}^{d} \lambda_r^2 \right),
\]

\[
\phi(\lambda(x)) = \frac{1}{2} \lambda_i \lambda_r (1 + \lambda_i - \lambda_r)
\]

where \( \lambda_i(x), 0 \leq i \leq d, \) are the barycentric coordinates of \( x \) with respect to \( S \) that satisfy

\[
x = \sum_{i=0}^{d} \lambda_i(x) v_i,
\]

\[
\lambda_i(x) \geq 0, \forall x \in S,
\]

\[
1 = \sum_{i=0}^{d} \lambda_i(x), \forall x \in S.
\]

Her, we denote by \( D^j_y f(x) \) the jth directional derivative of \( f \) at \( x \), defined by

\[
D^j_y f(x) = \left[ \frac{d^j}{dt^j} f(x + ty) \right]_{t=0}
\]

In this paper and in order to improve the algebraic precision of the operator \( L \), we consider a modified Hermite interpolation operator defined by :

\[
H[f](x) = \sum_{i=0}^{d} \left( f(v_i) + \frac{1}{3} D_{x-v_i} f(v_i) \right) + \sum_{r=0, r \neq i}^{d} \left( \frac{2}{3} D_{v_r-v_i} f(v_i) + \frac{1}{3} D_{v_r-v_i} D_{x-v_i} f(v_i) \right) \phi_{i,r}(x) \}
\]

We establish an integral representation for the error of approximation considered by the operator \( H \) in terms of the one considered by \( L \). In this setting, we establish the error estimates with respect the infinity norm. Finally, Numerical examples are illustrated to show the theoretical results.

2 representation of the error of the modified operator

By \( C(\mathbb{R}) \), we denote the class of all real-valued continuous functions on \( S \), and by \( C^m(S) \), where \( m \in \mathbb{N} \), the subclass of all functions that are \( m \) times continuously differentiable in the following sense. For each \( x \in S \) and any \( y \in \mathbb{R}^d \) such that \( x + y \in S \), the directional derivatives \( D^j_y f(x) \) exist for \( j = 1, \cdots, m \) and depend continuously on \( x \).

The error of the approximation by \( H[f] \) can be represented as follows.
Théorème 2.1 Let \( f \in C^4(S) \). Then
\[
f(x) - H[f](x) = \frac{1}{6} \sum_{i=0}^{d} \left( \int_{0}^{1} D_{x-\nu_i}^4 f(\nu_i + t(x - \nu_i))t^2(1 - t)dt \right) \varphi_i(x) + \\
\sum_{i=0}^{d} \sum_{r=0, r \neq i}^{d} \left( \int_{0}^{1} D_{\nu_i-\nu_r} D_{x-\nu_i}^4 f(\nu_i + t(x - \nu_i))dt \right) \phi_{i,r}(\lambda(x))
\]
when the second derivatives are not involved, the operator \( H \) is reduced to the operator \( L \), and the error of the approximation by \( L[f] \) can be represented as follows

Théorème 2.2 Let \( f \in C^3(S) \). Then
\[
f(x) - L[f](x) = \frac{1}{2} \sum_{i=0}^{d} \left( \int_{0}^{1} D_{\nu_i-x}^3 f(x + t(\nu_i - x))(1 - t)^2dt \right) \varphi_i(x) + \\
\sum_{i=0}^{d} \sum_{r=0, r \neq i}^{d} \left( \int_{0}^{1} D_{\nu_i-\nu_r} D_{x-\nu_i}^2 f(x + t(\nu_i - x))(1 - t)dt \right) \phi_{i,r}(\lambda(x))
\]

It is interesting to mention that interpolation by \( L \) is preserved by \( H \).

Proposition 2.1 For all \( f \in C^4(S) \), we have
1. \( H[f](\nu_i) = f(\nu_i), \forall i = 0, \ldots, d \).
2. \( \nabla H[f](\nu_i) = \nabla f(\nu_i), \forall i = 0, \ldots, d \).
3. \( H[P] \equiv P \), for all cubic polynomial \( P \).
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Abstract

In this communication, we develop a technique, based on discrete orthogonal polynomials, to determine the straight line portions in a data cloud. A practical case to determine basic parameters of a MOSFET transistor is shown.
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1 Introduction

Transistors, and in particular MOSFETs (Metal Oxide Semiconductor Field Effect Transistors), are the most used basic building blocks of integrated circuits (ICs) [1]. The complexity of current chips makes essential their accurate characterization to use them for circuit design purposes. For each generation of transistors the main electrical features have to be modeled in order to reproduce them as a function of the voltages differences applied between their terminals. The models (usually known as compact models) consist of a set of analytical equations and a set of parameters to include in those equations. A different set of parameters is used for each fabrication technology. These models are used in TCAD circuit simulation tools and also for hand-calculations used at the first stages of circuit design.

The extraction of the parameters of new technologies is essential since the capacities of circuit designers are dependant on the accuracy of model parameters that in many cases are linked to important physical effects.

Each parameter is obtained in a different way. However, few of them share some features in common, at least from the numerical viewpoint. In this respect, several parameters are
Discrete orthogonal polynomial technique for parameter determination

obtained by means of extrapolation methods (for example threshold voltage calculation [1]), linear regression (determination of the body factor [1]), slope calculations (extraction of the DIBL parameter[1]), etc. In all these procedures, the determination of portions of curves that can be approximated by a straight line is crucial. In this work we just deal with this issue trying to shed light by means of advanced numerical techniques.

We have developed a method to determine the number of straight line portions contained in a curve in an automatic manner. The algorithm developed, based on discrete orthogonal polynomials, can be used for parameter extraction purposes. It consist on the isolation of straight line portions in experimental or simulated data and the determination of the slope of those curve sections to calculate one or more parameters of a compact model.

This work is organized as follows: in Section 2 we briefly describe the basic properties of the discrete orthogonal Chebyshev polynomials that we will use in this work, in Section 3 we report and discuss the numerical procedure employed, and finally, the main conclusions are drawn in Section 4.

2 Discrete Orthogonal Chebyshev polynomials: basic properties

In these section we will briefly describe basic properties of discrete orthogonal Chebyshev polynomials that will be used in this work.

The discrete Chebyshev orthonormal polynomials are defined as the following hypergeometric series [2, 3, 4]:

\[
\tilde{t}_n(x; L) = \frac{1}{n!} \sqrt{\frac{(2n+1)(L-n-1)!}{(L+n)!}} \sum_{k=0}^{n} (-1)^k \frac{n!}{k!(n-k)!} (x-k-L+1)_n(x-k+1)_n, \tag{1}
\]

where \( L \in \mathbb{N} \) is a parameter, \( x \in \mathbb{N}, 0 \leq x \leq L-1 \), is the variable, and \( n \in \mathbb{N}, 0 \leq n \leq L-1 \), is the degree of the polynomial.

They verify the three term recurrence relation

\[
\tilde{t}_{n+1}(x; L) = \frac{d_n}{d_{n+1}}(x-\beta_n)\tilde{t}_n(x; L) - \gamma_n \frac{d_{n-1}}{d_{n+1}}\tilde{t}_{n-1}(x; L) = \frac{1}{\alpha_n}(x-\beta_n)\tilde{t}_n(x; L) - \frac{\alpha_{n-1}}{\alpha_n}\tilde{t}_{n-1}(x; L) \tag{2}
\]

with

\[
\alpha_n = \frac{n+1}{2} \sqrt{\frac{L^2-(n+1)^2}{(2n+1)(2n+3)}},
\]

\[
\beta_n = \frac{L-1}{2}
\]
and they are orthogonal with respect to the scalar product:

\[ \langle \tilde{t}_n(\cdot, L), \tilde{t}_m(\cdot, L) \rangle = \sum_{x_i=0}^{L-1} \tilde{t}_n(x_i; L) \tilde{t}_m(x_i; L) = \delta_{n,m} \]  

(3)

### 3 Numerical procedure

In this section we will explain the procedure followed to isolate the straight line portions in the data (experimental or simulated).

Let’s considered a set of discrete data \( \{x_i, y_i\}, i = 1, \ldots, N \), with \( x_i \) equispaced, i.e. \( x_{i+1} - x_i = h \) (constant). Our purpose is to determine subsets of data \( \{x_i, y_i\}, i = i_m, \ldots, i_M \) forms a straight line. The procedure can be divided in two parts: i) Given a subset of data, determine if these data forms a straight line and ii) Selection of subsets. Let’s analyze the two parts:

#### 3.1 Checking of straight lines

Let’s take a subset of data \( \{x_i, y_i\}, i = i_1, \ldots, i_M \) and consider the scalar products

\[ r_n = \langle y, \tilde{t}_n(\cdot, M) \rangle = \sum_{i=0}^{M-1} y_i \tilde{t}_n(i, M) \]

The data can be obtained from a linear combination of the polynomials \( \tilde{t}_n \):

\[ y_i = \sum_{j=0}^{\infty} c_j^i \tilde{t}_j(x_i, M) \]

so the scalar products \( r_n \) takes the value

\[ r_n = c_n \]

where we have used the orthonormality of the polynomials \( t_n \). So, if the data \( y_i \) forms a straight line, we will have that all the scalar products \( r_n \) will be 0, except \( r_0 \) and/or \( r_1 \). In practice, we will consider only the scalar products \( r_n \) for \( n = 0, \ldots, n_{\text{max}} \), with \( n_{\text{max}} \) given. Then, we check if all the coefficients \( r_n, n = 0, \ldots, n_{\text{max}} \), vanish except \( r_0 \) and/or \( r_1 \). Only in this case, we will accept the data as a straight line and \( n \). In practice we will consider that a coefficient \( r_n \) vanish if \( |r_n| < \epsilon \). Of course, it can happens that the data \( y_i \) comes from a combination of \( t_0, t_1 \) and polynomials with higher degrees than \( n_{\text{max}} \), but, considering that we can choose \( n_{\text{max}} \) sufficiently large and that our data are experimental and, so, affected by measuring errors, this is highly improvable.
3.2 Determination of straight subsets

We start considering a subset of data with, at least, 4 points, as with 2 points we always have a straight line, but we can choose this initial number of data points arbitrarily from 3. So, we initially begin with $i_1 = 1$ and $i_M = 4$. We then check if it forms a straight line. If it does, we begin a binary search for larger subsets of straight line data between $i_M = 4$ and $N$ (the total number of data points), ending when it detects the maximal subset of straight line data points. After that we set $i_i = i_M + 1$ (the last point of the previous straight line plus 1) and $i_M = i_1 + 4$ and start the procedure again. If the initial data points ($i_1$ and $i_1 + 4$) doesn’t forms a straight line we increase each by 1 ($i_1 \rightarrow i_1 + 1$ and $i_M \rightarrow i_M + 1$) and start the procedure again. We stop the whole process when there are not enough data to consider a straight line.

Once we have the subsets of straight line data, we compute the straight lines themselves, as

$$p(x) = c_0 t_0(x, M) + c_1 t_1(x, M)$$

This procedure can be straightforwardly generalized to detect subsets of data with polynomial degree higher than 1.

4 Practical case

Here we will use the previously discussed techniques to find the straight line subset of data in a MOSFET device with the following characteristics: $L = 0.3 \mu m$, $N_A$ (channel doping concentration at the oxide surface level) = $2.8 \times 10^{16} \text{cm}^{-3}$, and oxide thickness $Tox = 8.7 \text{nm}$. A N$^+$ polysilicon gate was used.

Applying our technique to the simulated data for this MOSFET we find a straight line subset of data in the range $[0.0V, 0.35V]$

![Graph](image-url)

This straight line can be easily computed, finding

$$p(x) = 10^{11.9384x-10.3234}$$
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Abstract

This work focuses on the point that how conservation laws amongst the expectation values can be constructed. We use the expectation value dynamics of quantum systems and the mathematical fluctuation concept. The fluctuation free equations match the classical mechanical equations while the introduction of the fluctuations increases the number of the ODEs even though the added ODEs are linear in fluctuations. We have shown that space extension creates space contraction laws while each different order set of fluctuation creates interfluctuation conservation laws. The familiar laws like the energy conservation still exist but there is a need to have fluctuation related terms.
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1 Introduction

We concern with the conservation law construction for quantum systems by using mathematical fluctuation theory in this work. Our focus is taken as the quantum system whose potential contains a symmetric exponential function which shows the harmonic oscillator behaviour at the zero limit of the scaling parameter in its argument. The Schrödinger equation [1] for this system can be explicitly given through the following equalities

\[ i\hbar \frac{\partial \psi}{\partial t} = \hat{H} \psi, \quad \psi(x, 0) = \psi_0(x) \] (1)
\[ \hat{H} = \frac{1}{2\mu} \hat{p}^2 + \alpha \left( e^{\frac{k}{2}q^2} - \hat{I} \right) \]  
\[ \hat{p}f(x) \equiv -i\hbar \frac{\partial f(x)}{\partial x}, \quad \hat{q}f(x) \equiv x f(x) \]

where \( \hat{I}, \hat{p}, \hat{q}, \) and, \( \hat{H} \) denote the identity, momentum, position, and, Hamilton operators of the system under consideration. The system has one degree of freedom and describes the motion of a particle which can move on a straight line by definition. \( \mu, \alpha, \) and, \( k \) stand for the mass, potential amplitude, and, anharmonicity constant which are parameters to be used for system identification. \( \hbar \) denotes the universal reduced Planck constant while the function \( \psi_0(x) \) symbolizes the initial form of the wave function. All these enable us to rewrite the system’s Schrödinger equation in a single formula explicitly as follows

\[ i\hbar \frac{\partial \psi(x,t)}{\partial t} = -\frac{\hbar^2}{2\mu} \frac{\partial^2 \psi(x,t)}{\partial x^2} + \alpha \left( e^{\frac{k}{2}x^2} - 1 \right) \psi(x,t), \quad \psi(x,0) = \psi_0(x) \]

which is a parabolic partial differential equation describing the system’s evolution. The general tendency is to find the wave function by solving this equation and then to evaluate the expectation values of certain operators corresponding to some observable entities. Hence the wave function is in fact an intermediate tool and necessitates the solution of a partial differential equation (PDE) [2]. This is not an easy task even though the present PDE seems to be rather easy to be solved, since the increasing degree of freedom in the system at the focus complicates the problem of solving PDE because of the increasing dimensionality. This important fact urged us to skip the evaluation of the wave function and construct the ODEs over the expectation values we need to evaluate [3–5]. We call this approach “Quantum Expectation Value Dynamics” because of its nature. We will use this approach for the evaluation of certain expectation values for our target system here. However, our main purpose is beyond this. We want to construct certain conservation laws like the energy conservation of the mechanics. We seek the relations amongst the expectation values of certain operators such that they do not change functional structure during the evolution of the system. We take the first steps in the next section and then we focus on mathematical fluctuation concept on the continuation of the study [6–9]. Relevant fluctuation equations are constructed in the following sections.

2 Expectation Value Dynamics on an Extended Space

The exponential function structure in the potential of the target system above complicates the formulation since it does not have a finite term representation in powers of its argument. On the other hand, despite its highly complicated singularity at infinity the exponential function has a very specific and pleasant property. Its derivative with respect to its argument
is same as itself. Exponential function does not linearly depend on certain finite number of powers of its argument even though there is a functional dependence amongst them. This brings the idea of considering the exponential function as if an additional independent variable and therefore to work in an extended space \([10, 11]\). Hence, we can start with the definition

\[
\hat{r} f(x) \equiv \left( e^{\frac{k}{2} x^2} - 1 \right) f(x)
\] (5)

where \(\hat{r}\) is apparently an algebraic multiplication operator. This enables us to write the following Poisson brackets

\[
\{ \hat{H}, \hat{p} \} \equiv \frac{i}{\hbar} \left[ \hat{H}, \hat{p} \right] = -\alpha k \hat{q} \left( \hat{r} + \hat{I} \right)
\] (6)

\[
\{ \hat{H}, \hat{q} \} \equiv \frac{i}{\hbar} \left[ \hat{H}, \hat{q} \right] = \frac{1}{\mu} \hat{p}
\] (7)

\[
\{ \hat{H}, \hat{r} \} = \frac{k}{2\mu} \hat{p} \hat{q} \left( \hat{r} + \hat{I} \right) + \frac{k}{2\mu} \left( \hat{r} + \hat{I} \right) \hat{q} \hat{p}
\] (8)

These Poisson brackets are in fact the core agents of the temporal derivatives of certain operator expectation values as the following analysis shows.

The explicit expectation value definition of a given operator \(\hat{\varrho}\) is as follows

\[
\langle \hat{\varrho} \rangle (t) \equiv \int_V dV \psi^* (x,t) \hat{\varrho} \psi (x,t)
\] (9)

the simple temporal differentiation of this equality produces

\[
\frac{d \langle \hat{\varrho} \rangle (t)}{dt} = \left\{ \{ \hat{H}, \hat{\varrho} \} \right\} (t)
\] (10)

where

\[
\{ \hat{H}, \hat{\varrho} \} \equiv \frac{i}{\hbar} \left( \hat{H} \hat{\varrho} - \hat{\varrho} \hat{H} \right).
\] (11)

These allow us to obtain

\[
\frac{d \langle \hat{p} \rangle}{dt} = -\alpha k \langle \hat{q} \left( \hat{r} + \hat{I} \right) \rangle, \ \ \langle \hat{p} \rangle (0) = \langle \hat{p} \rangle_0
\] (12)

\[
\frac{d \langle \hat{q} \rangle}{dt} = \frac{1}{\mu} \langle \hat{p} \rangle, \ \ \langle \hat{q} \rangle (0) = \langle \hat{q} \rangle_0
\] (13)

\[
\frac{d \langle \hat{r} \rangle}{dt} = \frac{k}{2\mu} \langle \hat{p} \hat{q} \left( \hat{r} + \hat{I} \right) \rangle + \frac{k}{2\mu} \left( \langle \hat{r} + \hat{I} \rangle \hat{q} \hat{p} \right), \ \ \langle \hat{r} \rangle (0) = \langle \hat{r} \rangle_0
\] (14)

The right hand sides of the latest three equations except the second one are expectation values of certain operators which are linearly independent from the left hand side operators. Hence, we can not consider these three equations as a complete set of ODEs. We need to construct further equations. We do this in the next section by using fluctuation concept.
3 Conservation Laws at Fluctuationlessness Limit

Let us define the following fluctuation operators somehow describing the deviations from the expectation values for $\hat{p}$, $\hat{q}$ and $\hat{r}$

$$\hat{\phi}_p = \hat{p} - \langle \hat{p} \rangle \hat{I}, \quad \hat{\phi}_q = \hat{q} - \langle \hat{q} \rangle \hat{I}, \quad \hat{\phi}_r = \hat{r} - \langle \hat{r} \rangle \hat{I},$$

(15)

then

$$\hat{p} = \langle \hat{p} \rangle \hat{I} + \hat{\phi}_p, \quad \hat{q} = \langle \hat{q} \rangle \hat{I} + \hat{\phi}_q, \quad \hat{r} = \langle \hat{r} \rangle \hat{I} + \hat{\phi}_r.$$  

(16)

The potential function defined as

$$V (\hat{q}) = \alpha \left( e^{\frac{k}{2} \hat{q}^2} - \hat{I} \right)$$

(17)

can be rewritten by using fluctuation operators defined above

$$V (\hat{q}) = V \left( \langle \hat{q} \rangle \hat{I} + \hat{\phi}_q \right) = \alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} - \hat{I} \right)$$

$$= \sum_{j=0}^{\infty} \frac{\alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} - \hat{I} \right)^{(j)}}{j!} \hat{\phi}_q^j$$

$$= \alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} - \hat{I} \right) \hat{I} + \alpha k \langle \hat{q} \rangle e^{\frac{k}{2} \langle \hat{q} \rangle^2} \hat{\phi}_q + \sum_{j=2}^{\infty} \frac{\alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} - \hat{I} \right)^{(j)}}{j!} \hat{\phi}_q^j$$

(18)

The expected value of the potential function $V (\hat{q})$ can be evaluated as

$$\langle V (\hat{q}) \rangle = \alpha e^{\frac{k}{2} \langle \hat{q} \rangle^2} + \sum_{j=2}^{\infty} \frac{\alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} \right)^{(j)}}{j!} \langle \hat{\phi}_q^j \rangle$$

$$= \alpha e^{\frac{k}{2} \langle \hat{q} \rangle^2} + \sum_{j=1}^{\infty} \frac{\alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} \right)^{(j+1)}}{(j+1)!} \langle \hat{\phi}_q^{j+1} \rangle$$

(19)

where we have taken into consideration that the expected value of any one of fluctuation operators defined above vanishes. Despite this vanishing feature the expectation values of the higher degree terms formed by the products of powers of the fluctuation operators do not vanish. We call those entities “Fluctuations”. The $j^{th}$ order fluctuations which can be derived from momentum and position operator expectation values can be defined as follows

$$\varphi_{j,k} = \left\{ \frac{1}{2} \left( \hat{\phi}_p \hat{\phi}_q^{j+1-k} + \hat{\phi}_q^{j+1-k} \hat{\phi}_p \right) \right\} \quad j = 1, 2, ... \quad k = 0, 1, ..., j + 1.$$  

(20)
If we now neglect all fluctuation terms in the potential function expansion and in the right hand side expansion of the expectation value ODE for the operator $\hat{r}$ then we can write

$$\frac{d\langle \hat{p} \rangle}{dt} = -\alpha k \langle \hat{q} \rangle \left( \langle \hat{r} \rangle + \hat{I} \right)$$  \hspace{1cm} (21)

$$\frac{d\langle \hat{q} \rangle}{dt} = \frac{1}{\mu} \langle \hat{p} \rangle$$  \hspace{1cm} (22)

$$\frac{d\langle \hat{r} \rangle}{dt} = k \mu \langle \hat{p} \rangle \langle \hat{q} \rangle \left( \langle \hat{r} \rangle + \hat{I} \right).$$  \hspace{1cm} (23)

It is not hard to get the following relation from the second and third equations of this set

$$\frac{k}{2} \langle \hat{q} \rangle^2 - \ln \left( \hat{I} + \langle \hat{r} \rangle \right) = c_1$$  \hspace{1cm} (24)

where $c_1$ is an arbitrary constant for this moment. This is the reflection of the space extension realized by defining $\hat{r}$. That equation is in fact an algebraic identification and we can enforce its validity for the initial expectation value quite naturally. This makes $c_1$ vanishing and we can write the following equality at the end

$$\langle \hat{r} \rangle = e^{\frac{k}{2} \langle \hat{q} \rangle^2 - \hat{I}}$$  \hspace{1cm} (25)

This is somehow the reflection of the algebraic relation between $\hat{r}$ and the position operator to the relation between these two operators’ expectation values. In other words, this relation takes us back from the extended space to the original space. Hence we can call this relation “Space Contraction Law”.

The utilization of (25) in the first one of triple equation set in (23) and combining the resulting equation with the second equation of that set takes us to a couple of ODEs in momentum and position operator. Due to the structure of this couple of ODEs we can integrate them to the following relation

$$\frac{1}{2\mu} \langle \hat{p} \rangle^2 + \alpha \left( e^{\frac{k}{2} \langle \hat{q} \rangle^2} - \hat{I} \right) = c_2$$  \hspace{1cm} (26)

where $c_2$ is an arbitrary constant for the moment. It in fact corresponds to the total energy of the system under consideration and this relation states that the expectation value of the system Hamiltonian is conserved for all time instances. To evaluate the conserved total energy value it is sufficient the evaluate the expectation values at the initial moment where the wave function is given. So the second law given by (26) is the “Energy Conservation Law” for the system under consideration.

4 Conservation Laws in First Fluctuation Point of View

In the previous sections we have focused on the expectation value dynamics in an extended space to show the role of space extension explicitly. In this section we focus on the case
where no space extension is realized. Hence, the operator $\hat{r}$ will be undefined and all the system properties will be described certain entities depending on the momentum and position operators only. This time we are going to omit again all fluctuations except the ones with first order. The approximate form of the system Hamiltonian’s expectation value can be given as follows for these cases

$$\langle H \rangle = \frac{1}{2\mu} \langle \hat{p} \rangle^2 + \alpha e^{\frac{k}{2}} \langle \hat{q} \rangle^2 + \frac{\alpha k}{2} \left( \hat{I} + k \langle \hat{q} \rangle^2 \right) e^{\frac{k}{2}} \langle \hat{q} \rangle^2 \varphi_{1,0}$$

(27)

This is in fact the first order fluctuation involving approximate form of the overall energy conservation. The expectation value dynamics of the momentum and position operators within the first order fluctuation approximation can be written as follows

$$\frac{d}{dt} \langle \hat{p} \rangle = -\alpha k \langle \hat{q} \rangle e^{\frac{k}{2}} \langle \hat{q} \rangle^2 - \frac{\alpha k}{2} \left( \hat{I} + k \langle \hat{q} \rangle^2 \right) e^{\frac{k}{2}} \langle \hat{q} \rangle^2 \varphi_{1,0}$$

(28)

$$\frac{d}{dt} \langle \hat{q} \rangle = \frac{1}{2\mu} \langle \hat{p} \rangle .$$

(29)

These equations are somehow incomplete since they contain unknown fluctuations which are temporal functions. Hence we need to add certain ODEs to get a complete set of ODEs. To this end we can start with the following definitions

$$\varphi_{1,0} = \langle \hat{\phi}_q \rangle , \quad \varphi_{1,1} = \left\langle \frac{1}{2} \left( \hat{\phi}_p \hat{\phi}_q + \hat{\phi}_q \hat{\phi}_p \right) \right\rangle , \quad \varphi_{1,2} = \langle \hat{\phi}_p \rangle$$

(30)

These definitions can be used to construct ODEs for these entities. For this action we can employ the Poisson brackets of certain operators and some operator algebra together with standard algebra. By skipping the intermediate derivation stages we can obtain

$$\frac{d\varphi_{1,0}}{dt} = \frac{2}{\mu} \varphi_{1,1}$$

(31)

$$\frac{d\varphi_{1,1}}{dt} = -\left( \alpha e^{\frac{k}{2}} \langle \hat{q} \rangle^2 + \alpha k^2 \langle \hat{q} \rangle^2 e^{\frac{k}{2}} \langle \hat{q} \rangle^2 \right) \varphi_{1,0} + \frac{1}{\mu} \varphi_{1,2}$$

(32)

$$\frac{d\varphi_{1,2}}{dt} = -2 \left( \alpha e^{\frac{k}{2}} \langle \hat{q} \rangle^2 + \alpha k^2 \langle \hat{q} \rangle^2 e^{\frac{k}{2}} \langle \hat{q} \rangle^2 \right) \varphi_{1,1}$$

(33)

It is possible to find a conserved entity whose value does not change during the system’s evolution. It can be constructed from the equations of the latest triple set of ODEs above. We can conclude

$$\varphi_{1,1}^2 - \varphi_{1,0} \varphi_{1,2} = c_3$$

(34)
where $c_3$ stands for a constant which is arbitrary for this moment. It can be evaluated by using the initial expectation values via the initial wave form. This relation is conserved for all time instances of the evolution and we call it “First Order Fluctuation Conservation Law”. This is somehow the fluctuation reflection of the energy conservation law which relates the expectation values of the momentum and position operators.

The other conservation law is again energy conservation law and is based on the invariance of the Hamiltonian’s expectation value which depends on the first order fluctuations as we have mentioned at the beginning of this section. This completes the investigation for the first order fluctuation preserving case.

5 Concluding Remarks

The purpose of this work has been the construction of conservation laws in the framework of the mathematical fluctuation theory. We have used the expectation value dynamics to this end. We also have shown the role of the space extension in facilitating the analysis. Because of the highly probabilistic nature of the quantum dynamical problems we needed to use the fluctuation concept as the expectation values of the powers of certain deviation (fluctuation) operators. We have reobtained the well known “Energy Conservation Law” for no fluctuation and first order fluctuations. The cases where space extension has been used certain “Space Contraction Laws” have been obtained. We have interpreted them as going back to the original space from the extended space. The additions fluctuation concept has arisen the conservation law(s) amongst the fluctuations. We have limited our investigations to the cases where at most first order fluctuations are taken into consideration. All these analyses can be extended to much higher order fluctuation containing cases without any remarkable conceptual difficulty even though the volume of the manipulations and intermediate steps increases pretty much.
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Abstract

In this paper we present a method to solve a constrained optimal control problem to calculate the optimal enzyme concentrations in a chemical process by considering the minimization of the transition time. The method, based on Pontryagin’s Maximum Principle, allows us to obtain, in an almost exclusively analytical way, the generalized solution of an n-step system with an unbranched scheme and bilinear kinetic models.
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1 Introduction

In this paper we present an optimal control problem that arises when metabolic chemical processes are considered. Within this context, one of the most important problems is the study of enzyme concentrations. Our work focuses on dynamic optimization, studying the problem of minimizing the transition time during which the substrate is converted into the product.

Let us consider the following (unbranched) reaction chain of n irreversible reactions steps converting substrate $x_1$ into product $p$:

$$x_1 \xrightarrow{u_1} x_2 \xrightarrow{u_2} x_3 \xrightarrow{u_3} \cdots \xrightarrow{u_{n-1}} x_n \xrightarrow{u_n} p$$

(1)

where $x_1$ is the substrate concentration (starting reagent), $p$ the concentration of the final product, $x_i$ ($i = 2, \ldots, n$) the concentration of the intermediate compounds, and $u_i$ ($i = 1, \ldots, n$) the concentration of the enzyme catalyzing the i-th reaction.
For the dynamic case, the aim is to solve the problem analytically and numerically. An explicit solution for the simplest case, i.e. $n = 2$, can be found in [1]. For longer pathways, i.e. $n > 2$, the aforementioned authors solved the optimization problem numerically. An interesting study is presented in [2] in which the solution is obtained quasi-analytically, though with the constraint of considering only the case of $n = 3$ with two intermediate compounds. An interesting theoretical result is presented in [3] for the general case of $n$ steps: the optimal enzyme concentration profile is of the “bang-bang” type (a well-known concept in the framework of optimal control which implies that the solution switches between 0 and the maximal level), except in the last interval. Other qualitative considerations of the solution are also presented, but not the analytical solution.

In this paper we shall substantially extend the theoretical analysis of [2] and [3], presenting the quasi-analytical solution for the more general case of $n$ steps. The paper is organized as follows. Section 2 presents the statement of the problem. In Section 3 we carry out a calculation based on Pontryagin’s Maximum Principle. Finally, we present the conclusions drawn.

2 Statement of the Problem

The optimization of enzyme concentrations in metabolic pathways can be calculated using the optimality criterion of minimizing the time period during which an essential product is generated. [1] and [2] assumed bilinear (linear in the metabolite concentrations, $x_i$, and linear in the enzyme concentrations, $u_i$) and irreversible rate laws. [3] used a more general model: the rate laws are only linear in the $u_i$, and some assumptions are made about the behaviour of $x_i$. In this paper we use a bilinear kinetic model to solve the problem analytically, likewise assuming that the enzymes can be switched on and off instantaneously. For simplicity’s sake, we employ normalized quantities. Enzyme levels are divided by the maximum total enzyme concentration, and substrate, intermediate and product levels by the initial substrate concentration.

Our goal is to convert substrate $x_1$ into product $p$ as fast as possible. Several cost functions may be considered. In [3], combined optimization of the time taken to reach the new steady state and a measure of enzyme usage is considered. In this paper, we use the transition time, $\tau$, as defined in [4], which is likewise used in [1] and [2]. Thus, the objective function of the optimization problem may be defined as:

$$\min_{u_1, \ldots, u_n} \tau = \min_{u_1, \ldots, u_n} \int_0^\infty \frac{1}{x_1(0)}(x_1(0) - p(t))dt$$

Due to normalization, $x_1(0) = 1$, and the conservation relation:

$$x_1(t) + x_2(t) + \ldots + x_n(t) + p(t) = 1, \ \forall t \geq 0$$
the objective function can be written as:

$$\min_{u_1, \ldots, u_n} \tau = \min_{u_1, \ldots, u_n} \int_0^\infty (x_1(t) + x_2(t) + \ldots + x_n(t)) dt$$  \hspace{1cm} (2)$$

where the concentrations $x_1, x_2, \ldots, x_n$ are the state variables ($p$ is eliminated) and the concentration of enzymes $u_1, u_2, \ldots, u_n$ are the control variables.

The model of the reactions in (1) can then be described by the set of differential equations (see [1] and [2]):

$$\begin{align*}
\dot{x}_1 &= -k_1 u_1 x_1 & x_1(0) &= 1 & x_1(t) &\geq 0 \\
\dot{x}_2 &= k_1 u_1 x_1 - k_2 u_2 x_2 & x_2(0) &= 0 & x_2(t) &\geq 0 \\
\dot{x}_3 &= k_2 u_2 x_2 - k_3 u_3 x_3 & x_3(0) &= 0 & x_3(t) &\geq 0 \\
&\vdots & & & & \\
\dot{x}_n &= k_{n-1} u_{n-1} x_{n-1} - k_n u_n x_n & x_n(0) &= 0 & x_n(t) &\geq 0
\end{align*}$$  \hspace{1cm} (3)$$

where, for the sake of simplicity, we shall assume equal catalytic efficiencies of the enzymes ($k_i = k = 1$). As an initial condition, for $t = 0$, we shall consider the concentrations of the intermediate compounds and of the product to be equal to zero. Finally, we shall consider the concentrations of the compounds, $x_i$, as well as those of the enzymes, $u_i$, to be positive limited quantities and, after normalization, that the upper bound on the enzymatic concentration is 1. Hence, $(u_1(t), \ldots, u_n(t)) \in \Omega$, being:

$$\Omega = \{u = (u_1(t), \ldots, u_n(t)) \in \mathbb{R}^n \mid u_1 \geq 0, \ldots, u_n \geq 0; \ u_1 + \ldots + u_n \leq 1\}  \hspace{1cm} (4)$$

We have thus stated an optimal control problem.

### 3 Optimization

In this section we present the solution to the optimal control problem defined in the previous section using Pontryagin’s Minimum Principle (PMP) [5]. In our case, as regards the control appearing linearly in the Hamiltonian function $H$:

$$H = x_1 + x_2 + \ldots + x_n + \lambda_1(-u_1 x_1) + \lambda_2(u_1 x_1 - u_2 x_2) + \ldots + \lambda_n(u_{n-1} x_{n-1} - u_n x_n)$$

when $H$ is minimized w.r.t. the control variables:

$$\min_u H = \min_{u \in \Omega} \{-\mu_1 u_1 - \mu_2 u_2 - \ldots - \mu_n u_n\} \hspace{1cm} (5)$$

$$\begin{align*}
\mu_1 &= (\lambda_1 - \lambda_2)x_1 \\
\mu_2 &= (\lambda_2 - \lambda_3)x_2 \\
&\vdots \\
\mu_{n-1} &= (\lambda_{n-1} - \lambda_n)x_{n-1} \\
\mu_n &= \lambda_n x_n
\end{align*}$$
it is shown that control $u_i$ will be activated when the switching function $\mu_i$ reaches its maximum value. If $u_i$ switches between its upper and lower bounds only at isolated points in time, then the optimal control is said to be a bang-bang type control. The times are called switching times. We shall obtain the optimal solution constructively by intervals, starting from $t = 0$ and concatenating the results. The fundamental result to obtain may be summarized as follows:

**Proposition 1.** There exists a set of switching times $\{t_1, t_2, \ldots, t_{n-1}\}$, (with $0 < t_i < t_j$, for $i < j$) which partition the optimization interval as:

$$[0, t_1) \cup [t_1, t_2) \cup \ldots \cup [t_{n-2}, t_{n-1}) \cup [t_{n-1}, \infty)$$

such that the optimal profile of the $i$-th enzyme satisfies:

$$u_i^*(t) = \begin{cases} 1 & \text{for } t \in [t_{i-1}, t_i) \\ 0 & \text{for } t \notin [t_{i-1}, t_i) \end{cases} \quad i = 1, \ldots, n-1$$

with $t_0 = 0$. In the last interval ($t \geq t_{n-1}$), the solution is not of the bang-bang type.

<table>
<thead>
<tr>
<th>Interval</th>
<th>Concentrations</th>
<th>$\tau_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[0, t_1]$</td>
<td>$x_1(t) = e^{-t}$</td>
<td>$t_1$</td>
</tr>
<tr>
<td></td>
<td>$x_2(t) = 1 - e^{-t}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_3(t) = 0; \ldots; x_n(t) = 0$</td>
<td></td>
</tr>
<tr>
<td>$[t_1, t_2]$</td>
<td>$x_1(t) = e^{-t_1}$</td>
<td>$t_2 - t_1$</td>
</tr>
<tr>
<td></td>
<td>$x_2(t) = (1 - e^{-t_1}) e^{-(t-t_1)}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_3(t) = (1 - e^{-t_1}) (1 - e^{-(t-t_1)})$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_4(t) = 0; \ldots; x_n(t) = 0$</td>
<td></td>
</tr>
<tr>
<td>$[t_2, t_3]$</td>
<td>$x_1(t) = e^{-t_2}$</td>
<td>$t_3 - t_2$</td>
</tr>
<tr>
<td></td>
<td>$x_2(t) = (1 - e^{-t_2}) e^{-(t_3-t_2)}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_3(t) = (1 - e^{-t_2}) (1 - e^{-(t_3-t_2)}) e^{-(t-t_2)}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_4(t) = (1 - e^{-t_2}) (1 - e^{-(t_2-t_1)}) (1 - e^{-(t-t_3)})$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_5(t) = 0; \ldots; x_n(t) = 0$</td>
<td></td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td></td>
</tr>
<tr>
<td>$[t_{n-2}, t_{n-1}]$</td>
<td>$x_1(t) = e^{-t_{n-1}}$</td>
<td>$t_{n-1} - t_{n-2}$</td>
</tr>
<tr>
<td></td>
<td>$x_2(t) = (1 - e^{-t_{n-1}}) e^{-(t_{n-2}-t_1)}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$x_3(t) = (1 - e^{-t_{n-1}}) (1 - e^{-(t_{n-2}-t_1)}) e^{-(t_3-t_2)}$</td>
<td></td>
</tr>
</tbody>
</table>

\[ (6) \]
We have thus solved the problem quasi-analytically; the method of Lagrange multipliers to the augmented functional:

\[
L(t_1, t_2, \ldots, t_{n-2}, t_{n-1}, u_1, u_2, \ldots, u_n, \beta) = \tau + \beta(u_1 + u_2 + \ldots + u_n - 1)
\]

In order to calculate the solution in this last interval, we need to determine the minimum total transition time, \(\tau\). It can be seen that \(\tau(t_1, t_2, \ldots, t_{n-1}, u_1, u_2, \ldots, u_n)\) is given by:

\[
\tau = t_{n-1} + x_1(t_{n-1}) \left( \frac{1}{u_1} + \cdots + \frac{1}{u_n} \right) + x_2(t_{n-1}) \left( \frac{1}{u_2} + \cdots + \frac{1}{u_n} \right) + \cdots + x_n(t_{n-1}) \left( \frac{1}{u_n} \right)
\]

where \(x_i(t_{n-1})\) are known from (6).

To minimize \(\tau\) with the condition:

\[
u_1 + u_2 + \ldots + u_n = 1
\]

we apply the method of Lagrange multipliers to the augmented functional:

\[
L(t_1, t_2, \ldots, t_{n-1}, u_1, u_2, \ldots, u_n, \beta) = \tau + \beta(u_1 + u_2 + \ldots + u_n - 1)
\]

In order to solve the non-linear system:

\[
\frac{\partial L}{\partial t_1} = 0; \quad \frac{\partial L}{\partial t_2} = 0; \quad \cdots; \quad \frac{\partial L}{\partial t_{n-1}} = 0; \quad \frac{\partial L}{\partial u_1} = 0; \quad \frac{\partial L}{\partial u_2} = 0; \quad \cdots; \quad \frac{\partial L}{\partial u_n} = 0; \quad \frac{\partial L}{\partial \beta} = 0
\]

which may be done by means of any commonly used program.

It is therefore in this last step when we truly determine the switching times: \(t_1, t_2, \ldots, t_{n-1}\), and the values of \(u_1, u_2, \ldots, u_n\) in the last interval, \([t_{n-1}, \infty)\) (in the other intervals \(u_i\) is given by Proposition 1). The problem is completely solved by calculating \(x_1(t), x_2(t), \cdots, x_n(t)\) in \([t_{n-1}, \infty)\) by means of the following equations:

\[
\begin{align*}
x_1(t) &= x_1(t_{n-1}) e^{-u_1(t-t_{n-1})} + x_2(t_{n-1}) e^{-u_2(t-t_{n-1})} + \frac{u_2}{u_2-u_1} x_1(t_{n-1}) (e^{-u_1(t-t_{n-1})} - e^{-u_2(t-t_{n-1})}) + \frac{u_1}{u_2-u_1} x_1(t_{n-1}) e^{-u_1(t-t_{n-1})} \left( \frac{e^{-u_2(t-t_{n-1})}}{u_3-u_2} - \frac{e^{-u_1(t-t_{n-1})}}{u_3-u_1} \right) - \frac{u_2}{u_3-u_2} x_2(t_{n-1}) e^{-u_3(t-t_{n-1})} - \frac{u_1}{u_3-u_2} x_1(t_{n-1}) (\frac{1}{u_3-u_1} - \frac{1}{u_3-u_2}) e^{-u_3(t-t_{n-1})} \quad \cdots \\
\end{align*}
\]

We have thus solved the problem quasi-analytically; this last step, the calculation of the switching times, being the only one that is not carried out analytically or exactly.
4 Conclusions

Our paper supposes the generalization of the optimal control problem that arises when considering a linear unbranched chemical process with \( n \) steps. We provide a quasi-analytical solution to the case of \( n \) steps by considering the minimization of the transition time.
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Abstract

In this paper, we study linear and cyclic codes over the non chain ring $\mathbb{Z}_p[v]/\langle v^p - v \rangle$ where $p$ is a prime number. A distance preserving Gray map which induces a relation between codes over this ring and $\mathbb{Z}_p$ codes is introduced. Further, the algebraic structure of cyclic and dual codes over $\mathbb{Z}_p[v]/\langle v^p - v \rangle$ is also studied.
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1 Introduction

Codes over different special rings have been recently considered. These codes are interesting if they can be related to codes over finite fields via some special maps generally known as Gray maps. [8] is the first significant paper that relates codes over the residue ring of integers of size 4, i.e. $\mathbb{Z}_4$. In [8], some linear codes over $\mathbb{Z}_4$ have been mapped to binary codes which are non linear codes in general via a Gray map and some well known optimal binary codes, such as Kerdock, Preparata codes, are obtained as images under this map. Then codes over the ring $F_2 + uF_2$, $F_2 + uF_2 + u^2F_2$, $F_2[u]/\langle u^s \rangle$ and their algebraic structures are studied in [2, 3, 4, 6, 10, 12]. Optimal self dual codes over the ring $F_2[v]/\langle v^2 - v \rangle$ has been studied in [5] which motivated us. Lately, some other finite rings which do not posses chain property are also considered. These rings are more difficult to deal with but they enjoy Gray maps that are interesting. Some examples on this direction are codes over the ring $Z_2[u, v]/\langle u, v \rangle$ [13, 14]. Some further study over more generalized rings of this type that include the ring $Z_2[u, v]/\langle u, v \rangle$ are being carried out pretty recently [7, 13, 14]. Cyclic codes over the ring $Z_2[v]/\langle v^2 - v \rangle$ and $Z_3[v]/\langle v^3 - v \rangle$ are studied [1, 5, 15].

In this paper, we study codes over the ring $R = Z_p[v]/\langle v^p - v \rangle$, where $p$ is a prime number. This work is a generalization of that in [1]. In the first section we introduce the
ring, its algebraic structure, ideals, units, etc. Next linear codes over \( R \) are considered. Then by defining an inner product the dual of a linear code is defined and relation to linear code and its dual is also presented. Finally, the algebraic structure of cyclic codes and their duals are presented.

2 Preliminaries

In this section we study the ring \( \mathbb{Z}_p[v]/\langle v^p - v \rangle = \{a_0 + a_1v + ... + a_{p-1}v^{p-1} | a_0, a_1, ..., a_{p-1} \in \mathbb{Z}_p \) and \( v^p = v \}, \) its units, ideal structure and its properties. We introduce a Gray map which is deduced from the Chinese Remainder Theorem and this map relates the ring \( R \) with the ring \( \mathbb{Z}_p \oplus \mathbb{Z}_p \oplus ... \oplus \mathbb{Z}_p \) where the number of \( \mathbb{Z}_p \) is \( p \).

**Definition 2.1** Let \( \alpha = a_0 + a_1v + ... + a_{p-1}v^{p-1} \in R \) and \( \alpha(i) = a_0 + a_1i + ... + a_{p-1}i^{p-1} \) (mod \( p \)) then \( \phi(\alpha) = \phi(a_0 + a_1v + ... + a_{p-1}v^{p-1}) = (\alpha(0), \alpha(1), ..., \alpha(p-1)) \).

The map \( \phi \) also establishes the first isomorphism since it is a ring isomorphism. Hence, we have \( R \cong \mathbb{Z}_p[v]/\langle v \rangle \oplus \mathbb{Z}_p[v]/\langle v-1 \rangle \oplus ... \oplus \mathbb{Z}_p[v]/\langle v-(p-1) \rangle \cong \mathbb{Z}_p^p \). Since \( \mathbb{Z}_p \) is a field then its ideals are trivial ones then the ideals of \( \mathbb{Z}_p^p \) consist of the product of the trivial ones. Therefore \( R \) is a principal ideal ring.

**Lemma 2.2** The number of ideals of \( R \) is \( 2^p \).

The ideals of \( R \) are when ordered by the set inclusion, they do not give a single ordered chain. Such rings are called non chain rings.

If \( r \in R \), then, the Hamming weight of \( a \) denoted by \( w(a) \) is equal to zero if \( a = 0 \), and one otherwise. Further, if \( a = (a_1, a_2, ..., a_n) \in R^n \), then the Hamming weight of \( a \) is defined by \( w(a) = \sum_{i=1}^{n} w(a_i) \). Hamming distance \( (d) \) between two elements is the Hamming weight of their difference. It is a well known fact that Hamming distance is a metric on \( \mathbb{Z}_p^p \) [9].

**Lemma 2.3** Let \( I = \langle \alpha \rangle \) where \( \alpha = a_0 + a_1v + ... + a_{p-1}v^{p-1} \in R \).

1. If \( \sum_{i=0}^{p-1} w(\alpha(i)) = p \), then \( \alpha \) is a unit in \( R \).
2. \( |I| = p\sum_{i=0}^{p-1} w(\alpha(i)) \).

Note that by applying the Chinese Remainder Theorem the inverse map of \( \phi \) exists. Next, we can define a Gray weight \( w_G \) on \( R \) such that: Let \( \alpha = a_0 + a_1v + ... + a_{p-1}v^{p-1} \in R \).

\[
w_G(\alpha) = w(\phi(\alpha)). \tag{1}
\]

The Gray distance between any two elements \( \alpha \) and \( \beta \) of \( R \) is defined by \( d_G(\alpha, \beta) = w(\phi(\alpha) - \phi(\beta)) \) which is a linear distance preserving map from \( (R^n, d_G) \) to \( (\mathbb{Z}_p^m, d) \).
For instance, let $p = 7$, if $\alpha = 4v + v^2$ and $\beta = 4v^3 + 5v^4 + v^5$, then $w_G(\alpha) = w(\phi(4v + v^2)) = w(0, 5, 5, 0, 4, 3, 4) = 5$ and $w_G(\beta) = w(\phi(4v^3 + 5v^4 + v^5)) = w(0, 0, 5, 5, 0, 1, 3) = 4$ hence $d_G(\alpha, \beta) = w(\phi(\alpha) - \phi(\beta)) = w((0, 5, 5, 0, 4, 3, 4) - (0, 0, 5, 5, 0, 1, 3)) = w((0, 5, 0, 2, 4, 2, 1)) = 5$.

**Definition 2.4** Let $a = (a_0, a_1, \ldots, a_{p-1}) \in \mathbb{Z}_p^p$. Then, $\text{supp}(a) = \{i | a_i \neq 0\} \subseteq \{1, 2, \ldots, p\}$.

We can easily check that:

- Let $\alpha, \beta \in R$. If $\text{supp}(\phi(\alpha)) = \text{supp}(\phi(\beta))$ then $w_G(\alpha) = w_G(\beta)$.
- Let $\langle \alpha \rangle$ and $\langle \beta \rangle$ be two ideals in $R$. $\text{supp}(\phi(\alpha)) = \text{supp}(\phi(\beta))$ if and only if $\langle \alpha \rangle = \langle \beta \rangle$.

**Theorem 2.5** Let $I = \langle \alpha_1, \alpha_2, \ldots, \alpha_s \rangle$ be a finitely generated ideal of $R$. Then, $I = \langle \beta \rangle$ for some $\beta \in R$ where $\text{supp}(\phi(\beta)) = \bigcup_{i=1}^s \text{supp}(\phi(\alpha_i))$.

**Lemma 2.6** Let $\alpha \in R$. The followings are true:

i) If $\text{supp}(\phi(\alpha)) = \{1, \ldots, p - 1\}$, then $\alpha$ is a unit. Thus, there are $(p - 1)^p$ units in $R$.
ii) Let $I = \langle \alpha \rangle$ be an ideal of $R$. If $|\text{supp}(\phi(\alpha))| = p - 1$, then $I$ is maximal. Hence, again there are $p$ maximal ideals in $R$.

### 3 Linear Codes over $R$

Since $R$ is not a chain ring i.e the ideals do not form a single chain with respect to set inclusion, there is no straightforward way of expressing the generating matrix. For instance in [11] and in [14] some special definitions or cases are adapted in order to express linear codes by generating sets. Here, we make use of the map $\phi$ as above and by considering the image of the code we define its generator matrix and obtain the related results.

**Theorem 3.1** Let $\{g_1, g_2, \ldots, g_k\} \subset R^n$ be a generating set of elements of a linear code $C$ over $R$ of length $n$ where $g_i = (g_{i1}, g_{i2}, \ldots, g_{in})$. Then, the matrix
generates $\phi(C)$.

Let $\alpha = g_0 + g_1 v + ... + g_{p-1} v^{p-1} \in R$ and $\alpha(i) = g_0 + g_1 i + ... + g_{p-1} i^{p-1} \pmod{p}$ for $1 \leq i \leq p - 1$. Then, $\phi(\alpha) = (g_0 + g_1 i + ... + g_{p-1} i^{p-1} \pmod{p}) = (\alpha(0), \alpha(1), ..., \alpha(p-1))$.

By applying some row operations, the generator matrix becomes row equivalent to a block matrix whose blocks are $(G_{ij})_{k \times n}$ where

$$G_{ij} = \begin{bmatrix} \alpha(0) & 0 & \cdots & 0 \\ 0 & \alpha(1) & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \alpha(p-1) \end{bmatrix}. $$

$R$ is not a chain ring so minimal independent sets that generate a submodule (linear code) over $R$ cannot be defined directly. We adopt a similar approach as in [11] as follows:

**Definition 3.2** A set $\{g_1, g_2, \ldots, g_k\} \subset R^n$ is called a minimal independent generating set for a code $C$, if

$$\{\phi(g_1), \phi(v g_1), \ldots, \phi(v^{p-1} g_1), \phi(g_2), \phi(v g_2), \ldots, \phi(v^{p-1} g_2), \ldots, \phi(g_k), \phi(v g_k), \ldots, \phi(v^{p-1} g_k)\} \subset Z_p^m$$

is a $Z_p$-linearly independent set.

**Lemma 3.3** If $C = \langle \{g_1, g_2, \ldots, g_k\} \rangle$ where the set $\{g_1, g_2, \ldots, g_k\} \subset R^n$ is a minimal independent generating set, then $|C| = p^k$.

Let $g = [g_1, g_2, \ldots, g_n], h = [h_1, h_2, \ldots, h_n] \in R^n$ and $g_i = g_{i1} + g_{i2} v + \ldots + g_{ip} v^{p-1} \pmod{p}$, $g_i(j) = g_{i1} + g_{i2} j + \ldots + g_{ip} j^{p-1} \pmod{p}$ and $h_i(j) = h_{i1} + \ldots$
\[ h_{i2j} + \ldots + h_{ipj}^{-1} \pmod{p} \text{ for } 1 \leq j \leq p. \] An inner product between the elements of \( g \) and \( h \) is defined as follows:

\[
\langle g, h \rangle_\phi = \sum_{i=1}^{n} \sum_{j=1}^{p-1} (g_i(j)h_i(j)).
\]

Let \( C \) be a linear code of length \( n \) over \( R \). Then the dual code of \( C \) is defined by

\[
C^\perp = \{ h \in R^n | \langle g, h \rangle_\phi = 0 \text{ for all } g \in C \}.
\]

Lemma 3.4 \( \phi(C)^\perp = \phi(C^\perp) \).

4 Cyclic Codes over \( R \)

The family of cyclic codes is an important class of linear codes and have generated great interest in coding theory. Moreover, since they can be described as ideals in same polynomial rings, they have a rich algebraic structure hence they are easy to implement in engineering.

In this section we study the algebraic structure of cyclic codes over the ring \( R \). We also conclude by presenting the structure of dual codes.

Definition 4.1 A linear code of length \( n \) over \( R \) is called a cyclic code if every right cyclic shift of a codeword in \( C \) also falls in \( C \). In other word a linear code of length \( n \) is cyclic if it is invariant under automorphism \( \sigma \) which is

\[
\sigma((c_0, c_1, \ldots, c_{n-1}) = (c_{n-1}, c_0, \ldots, c_{n-2}).
\]

As usual if we can identify a codeword \( c = (c_0, c_1, \ldots, c_{n-1}) \) in a cyclic code with a polynomial \( c(x) = c_0 + c_1x + \ldots + c_{n-1}x^{n-1} \), then we obtain a subset of \( R[x] \). The cyclic property above means that if \( c(x) \in C \) so is \( xc(x) \) modulo \( x^n - 1 \). Since a cyclic code of length \( n \) is linear and is closed under multiplication by \( x \) modulo \( x^n - 1 \), it is then clear that a cyclic code \( C \) over \( R \) is an ideal in the quotient ring \( R[x]/(x^n - 1) \).

Let \( R_n = R[x]/(x^n - 1) \). Since \( R \cong Z_p^m \), then

\[
R_n = R[x]/(x^n - 1) \cong Z_p[x]/(x^n - 1) \times Z_p[x]/(x^n - 1) \times \ldots \times Z_p[x]/(x^n - 1).
\]

Let

\[
L_n = Z_p[x]/(x^n - 1) \times Z_p[x]/(x^n - 1) \times \ldots \times Z_p[x]/(x^n - 1).
\]

Now we can extend the map \( \phi \) to get an isomorphism between the rings \( R_n \) and \( L_n \) in a natural way. First, for \( 1 \leq i \leq p \), we define a projection map

\[
\pi_i : Z_p^m \to Z_p,
\]

such that \( \pi_i((a_1, a_2, \ldots, a_p)) = a_i \).
Next, we define
\[
\phi : R_n \rightarrow L_n \\
\phi(\sum_{i=0}^{n} a_i x^i) = (\sum_{i=0}^{n} \pi_1(\phi(a_i))x^i, \sum_{i=0}^{n} \pi_2(\phi(a_i))x^i, \ldots, \sum_{i=0}^{n} \pi_p(\phi(a_i))x^i).
\]

For instance, let \( p = 5 \) and if \( f(x) = (1 + v^2)x^3 + (1 + 3v + v^3)x^2 + (3v^2 + v^4)x + 1 \) in \( R_4 \), then, \( \phi(f(x)) = (x^3 + x^2 + 1, 2x^3 + 4x + 2, 3x + 1, 2x^3 + 2x^2 + 4x + 1) \).

Since we know the structure of \( \mathbb{Z}[x]/(x^n - 1) \) we can get the structure of \( R_n = \mathbb{Z}[x]/(x^n - 1) \). So, \( R_n \) is a principal ideal ring. Further, we can determine the generator of ideals as follows: Let \( I = \langle f_1(x), f_2(x), \ldots, f_s(x) \rangle \) be a finitely generated ideal of \( R_n \) where \( f_i(x) = \sum_{j=0}^{n} f_{ij} x^j \) and \( g_i = \gcd_{1 \leq j \leq s} (\pi_i(\phi(f_j)))(x^n - 1) \) for \( i = 1, 2, \ldots, p \). Hence, \( I = \langle g(x) \rangle \) where \( g(x) = \phi^{-1}((g_1(x), g_2(x), \ldots, g_p(x))) \).

**Lemma 4.2** Let \( C = \langle g(x) \rangle \) be a cyclic code of length \( n \) over \( R \) and \( \phi(g(x)) = (g_1, g_2, \ldots, g_p) \) with \( \deg(gcd(g_i, x^n - 1)) = n - k_i \) for \( 1 \leq i \leq p \). Then, \( |C| = p^{\sum_{i=1}^{p} k_i} \).

Now we present the structure of the dual of a cyclic code. Suppose \( C = \langle g(x) \rangle \) is a cyclic code of length \( n \) over \( R \) and \( g_i = \pi_i(\phi(g(x))) \), then \( \phi(C) = J = \langle (g_1(x), g_2(x), \ldots, g_p(x)) \rangle \).

The dual of \( J \) is the cyclic code \( J^\perp = \langle (h_1_R(x), h_2_R(x), \ldots, h_{p_R}(x)) \rangle \), where \( h_i(x) = (x^n - 1)/(gcd(x^n - 1, g_i)) \). Let \( h_{i_R}(x) \) be the reciprocal polynomial of \( h_i(x) \). Hence, \( C^\perp = \phi^{-1}(h_1_R(x), h_2_R(x), \ldots, h_{p_R}(x)) \).

**5 Conclusion**

We have extended the work done in [1] and introduced a non chain ring. The structure of this ring and codes both linear and cyclic are studied. As a non chain ring some other properties of codes defined on this ring can be of interest to the researchers.
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Abstract

There are some theories as soft topological space and some related concepts such as soft interior, soft closed, soft subspace, soft separation axioms in [8] and soft connectedness, soft locally connectedness in [7]. In this paper, we define soft path connectedness on soft topological space and continue investigating the properties of soft path connectedness which is fundamental result for further research on soft topology.

Key words: Soft topological space, soft path connectedness.

1 Introduction

Since there was no mathematical concept to solve complicated problems in the economics, engineering, and environmental areas, a soft set theory was firstly introduced by Molodtsov [6] to deal with the various kinds of uncertainties in these problems. Many researchers have contributed towards the soft set theory and its applications in various fields, increasingly [1, 2, 5, 9, 10]. Recently the notion of soft topological spaces was studied by Shabir and Naz [8]. They also introduced the concepts of soft open sets, soft closed sets, soft interior, soft closure and soft separation axioms. In [7], soft connectedness, soft locally connectedness was investigated.

In this paper, we introduce some new concepts in soft topological spaces such as soft path connectedness and examine some properties and relations of this concept.
2 Preliminaries

We now recall some definitions.

Definition 2.1. ([6]) Let $X$ be an initial universe and $E$ be a set of parameters. The power set of $X$ is denoted by $P(X)$ and $A$ is a non-empty subset of $E$. A pair $(F, A)$ is called a soft set over $X$, where $F$ is a mapping given by $F : A \rightarrow P(X)$. In other words, a soft set over $X$ is a parameterized family of subsets of the universe $X$. For $e \in A$, $F(e)$ can be considered as the set of $e$-approximate elements of the soft set $(F, A)$. Clearly, a soft set is not a set.

Definition 2.2. ([6]) The intersection of two soft sets $(F, A)$ and $(G, B)$ over $X$, is the soft set $(H, C)$, where $C = A \cap B$, and $\forall c \in C$, $H(e) = F(e) \cap G(e)$. We write $(F, A) \cap (G, B) = (H, C)$.

Definition 2.3. ([6]) A soft set $(F, A)$ over $X$ is called a null soft set, denoted by $\Phi$, if $\forall e \in A$, $F(e) = \emptyset$.

Definition 2.4. ([6]) A soft set $(F, A)$ over $X$ is called an absolute soft set, denoted by $\bar{A}$, if $\forall e \in A$, $F(e) = X$.

Definition 2.5. ([6]) The union of two soft sets $(F, A)$ and $(G, B)$ over $X$, is the soft set $(H, C)$, where $C = A \cup B$, and $\forall c \in C$

$$H(e) = \begin{cases} F(e), & \text{if } e \in A - B, \\ G(e), & \text{if } e \in B - A, \\ F(e) \cup G(e), & \text{if } e \in A \cap B. \end{cases}$$

We write $(F, A) \cup (G, B) = (H, C)$.

Definition 2.6. ([5]) Let $(F, A)$ and $(G, B)$ be two soft sets over $X$. Then $(F, A)$ is a subset of $(G, B)$, denoted by $(F, A) \subseteq (G, B)$ if $A \subset B$ and for all $e \in E$, $F(e) \subset G(e)$.

Definition 2.7. ([5]) A soft set $(F, E)$ is called a soft point, denoted by $(x_e, E)$, if for each element $e \in E$, $F(e) = \{x\}$ and $F(e') = \emptyset$ for all element $e' \in E - \{e\}$.

Definition 2.8. ([8]) Let $\tau$ be be the collection of soft sets over $X$, then $\tau$ is called a soft topology on $X$ if $\tau$ satisfies the following axioms:

(i) $\Phi, X$ belong to $\tau$.

(ii) The union of any number of soft sets in $\tau$ belongs to $\tau$.

(iii) The intersection of any number of soft sets in $\tau$ belongs to $\tau$.

The triplet $(X, \tau, E)$ is called a soft topological space over $X$. The members of $\tau$ are said to be soft open in $X$. 
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Definition 2.9. ([4]) A soft set \((G, E)\) in a soft topological space \((X, \tau, E)\) is called a soft neighborhood of \(x \in X\) if there exists a soft open set \((F, E)\) such that \(x \in (F, E) \subset (G, E)\).

Definition 2.10. ([10]) Let \((X, \tau, E)\) and \((Y, \tau', E)\) be two soft topological spaces, \(f : (X, \tau, E) \rightarrow (Y, \tau', E)\) be a mapping. For each neighborhood \((H, E)\) of \((f x), E\) if there exists a soft neighborhood \((F, E)\) of \((x, E)\) such that \(f (F, E) \subset (H, E)\), the \(f\) is called a soft continuous mapping at \((x, E)\).

Definition 2.11. ([7]) Let \((X, \tau, E)\) be a soft topological space over \(X\). A soft separation of \(X\) is a pair \((F, E)\) and \((G, E)\) of no-null soft open sets over \(X\) such that

\[
\tilde{X} = (F, E) \cup (G, E); \quad (F, E) \cap (G, E) = \Phi
\]

Definition 2.12. ([7]) A soft topological space \((X, \tau, E)\) is said to be soft connected if there does not exist a soft separation of \(X\).

Definition 2.13. ([7]) Let \(\{(X_s, \tau_s, E_s)\}_{s \in S}\) be a family of soft topological spaces and define

\[ B = \left\{ \prod_{s \in S} (F_s, E_s) : (F_s, E_s) \in \tau_s \right\} \]

and \(\tau\) as the collection of all arbitrary union of elements of \(B\) and \(\tau\) is a soft topology over \(\prod_{s \in S} (X_s, \tau_s, E_s)\).

Unless otherwise stated \(E = \mathbb{N} \cup \{0\}\) will be assumed to be a set of parameters and the set of rational numbers on the closed interval \(I = [0, 1]\) will be considered as \(\{0, 1, r_3, r_4, r_5, \ldots\}\). If \(e \in E, r_e \in \mathbb{Q} \cap I\) and for all \(\varepsilon > 0\) we define the soft set \(F_\varepsilon : E \rightarrow P (I)\) as \(F_\varepsilon (e) = (r_e - \varepsilon, r_e + \varepsilon)\). Then the family \(B = \{(F_\varepsilon, E)\}_{\varepsilon > 0}\) is a soft base of soft topology on \(I\). Then \(\tau_I\) is called a soft topology generated by \(B\).

Definition 2.14. A soft topological space \((I, \tau_I, E)\) is called a unit soft interval.

Definition 2.15. Let \((I, \tau_I, E)\) be a unit soft interval and \((X, \tau, E')\) be a soft topological space. A soft path is a soft continuous map \((f, \varphi) : (I, \tau_I, E) \rightarrow (X, \tau, E')\) The soft sets \(\left\{ f (0) \varphi(e) \right\}_{e \in E} \) and \(\left\{ f (1) \varphi(e) \right\}_{e \in E} \) are said to be the initial and final of the soft path \((f, \varphi)\) where \(f : I \rightarrow X, \varphi : E \rightarrow E'\). It’s clear that for each \(e \in E\), the map \(f : (I, \tau_I) \rightarrow (X, \tau_{\varphi(e)})\) is a path from \(f (0) \varphi(e)\) to \(f (1) \varphi(e)\). Hence every soft path can be considered as a parametrized family on the soft topological space \((X, \tau, E')\).

Definition 2.16. Let \((I, \tau_I, E)\) be a unit soft interval and \((X, \tau, E')\) be a soft topological space. \((X, \tau, E')\) is said to be a soft path connected space if for each soft points \((x_{e_1}', E'), (y_{e_2}', E')\), there exists a soft path \((f, \varphi) : (I, \tau_I, E) \rightarrow (X, \tau, E')\) such that

\[
\varphi (e_1) = e_1', \varphi (e_2) = e_2', f (0) = x, f (1) = y
\]
3 The Main Results

The following proposition shows the relation between the soft path connected topological space and path connected topological space.

**Proposition 3.1.** If \((X, \tau, E')\) is a soft path connected topological space, then \((X, \tau_c)\) is a path connected topological space for each \(e' \in E'\).

**Proof.** Let \(x, y \in (X, \tau_c)\) be arbitrary points; then \((x_{e'}, E'), (y_{e'}, E') \in (X, \tau, E')\) are soft points. Since \((X, \tau, E')\) is a soft path connected topological space, there exists a soft path \((f, \varphi) : (I, \tau_I, E) \to (X, \tau, E')\) such that

\[
\varphi(e) = e', f(0) = x, f(1) = y.
\]

So for each \(e' \in E'\), we now have a path from \(x\) to \(y\) defined by \(f_{e'} : (I, (\tau_I)_e) \to (X, \tau_c)\)

This implies that \((X, \tau_c), \forall e' \in E'\) is a path connected topological space.

**Proposition 3.2.** The soft unit interval \((I, \tau_I, E)\) is a soft path connected topological space.

**Proof.** Since \((1_I, 1_E) : (I, \tau_I, E) \to (I, \tau_I, E)\) is a soft continuous map, this is trivial.

The converse of Proposition 3.1 is is not always true, as shown in the next example.

**Example 3.3.** Let \((X, \tau_1)\) and \((Y, \tau_2)\) be two path connected and disjoint topological spaces. Then for \(E_1 = \{e_1\}, E_2 = \{e_2\}\) we can construct the following soft topological spaces

\[
\{F_U : E_1 \to P(X) : F_U(e_1) = U, U \in \tau_1\}
\]

\[
\{F_V : E_2 \to P(Y) : F_V(e_2) = V, V \in \tau_2\}
\]

and consider the soft topological space \((X \oplus Y, (\tau_1 \oplus \tau_2), E_1 \cup E_2)\). For any \(c_1 \in E_1 \cup E_2\), \((X \oplus Y, (\tau_1 \oplus \tau_2), c_1) = (X, \tau_1)\) and \((X \oplus Y, (\tau_1 \oplus \tau_2), c_2) = (Y, \tau_2)\) are path connected topological spaces but \((X \oplus Y, \tau_1 \oplus \tau_2, E_1 \cup E_2)\) is not a soft path connected topological space.

**Theorem 3.4.** The image under a soft continuous map of a soft path connected topological space is soft path connected.

**Proof.** Suppose \((X, \tau, E')\) is a soft path connected topological space, \((Y, \tau', E'')\) is a soft topological space and \((g, \psi) : (X, \tau, E') \to (Y, \tau', E'')\) is a soft continuous map. Let \((y_{e_1'}, E'')\) and \((\bar{y}_{e_1'}, E'')\) be soft points of the image \((g, \psi) (X, \tau, E')\); then there exist soft points \((x_{e_1'}, E'), (\bar{x}_{e_1'}, E') \in (X, \tau, E')\) so that

\[
\psi(e_1') = e_1', \psi(\bar{x}_{e_1'}) = \bar{x}_{e_1'}, g(x) = y, g(\bar{x}) = \bar{y}.
\]
Since \((X, \tau, E')\) is a soft path connected topological space, we have a soft path \((f, \varphi) : (I, \tau_I, E) \rightarrow (X, \tau, E')\) such that
\[ \varphi (e_1) = e'_1, \varphi (\tau_1) = \tau'_1, f (0) = x, f (1) = x. \]
Hence \((g, \psi) \circ (f, \varphi) : (I, \tau_I, E) \rightarrow (Y, \tau', E'')\) is a soft path from soft point \((y_{e''_1}, E'')\) to soft point \((\overline{g}_{e''_1}, E'')\).

**Theorem 3.5.** The soft unit interval \((I, \tau_I, E)\) is a soft connected topological space.

**Proof.** We argue by contradiction. Suppose that the soft unit interval \((I, \tau_I, E)\) is not a soft connected topological space. Then \((F, E) \cup (G, E) = (I, \tau_I, E)\) where \((F, E)\) and \((G, E)\) are nonempty, disjoint soft sets. For each \(e \in E\), choose nonempty sets \(F (e), G (e) \in (\tau_I) e\) and then
\[ F (e) \cup G (e) = I, F (e) \cap G (e) = \emptyset. \]
It follows that \((I, (\tau_I), e)\) is not a connected topological space, which is a contradiction.

**Theorem 3.6.** Any soft path connected topological space is a soft connected topological space.

**Proof.** Assume for contradiction that \((X, \tau, E')\) is soft path connected topological space but not a soft connected topological space. Then there exist nonempty, disjoint soft sets \((F, E')\) and \((G, E')\) so that
\[ (F, E') \cup (G, E') = \tilde{X}. \]
Since \((X, \tau, E')\) is soft path connected topological space, for each soft points \((x_{e'_1}, E') \in (F, E'), (y_{e'_2}, E') \in (G, E')\) there exists a soft path \((f, \varphi) : (I, \tau_I, E) \rightarrow (X, \tau, E')\) such that
\[ \varphi (e_1) = e'_1, \varphi (e_2) = e'_2, f (0) = x, f (1) = y. \]
By Theorem 3.5, \((I, \tau_I, E)\) is a soft connected topological space and Theorem 2.8 in [7] implies that \((f, \varphi) (I, \tau_I, E)\) is a soft connected topological space. Suppose that
\[ (F_1, E') = (F, E') \cap (f, \varphi) (I, \tau_I, E) \]
\[ (G_1, E') = (G, E') \cap (f, \varphi) (I, \tau_I, E) \]
are two disjoint soft sets on the soft space \((f, \varphi) (I, \tau_I, E)\) such that
\[ (f, \varphi) (I, \tau_I, E) = (F_1, E') \cup (G_1, E'). \]
This contradicts the fact that \((f, \varphi) (I, \tau_I, E)\) is a soft connected topological space.
Theorem 3.7. The topological product of soft topological spaces is a soft path connected topological space if and only if each soft topological space is a soft path connected topological space.

Proof. Let \( \{(X_s, \tau_s, E_s)\}_{s \in S} \) be a family of soft topological spaces and \( \prod_{s \in S} (X_s, \tau_s, E_s) \) be a soft path connected topological space. Since the projections \((p_s, q_s) : \prod_{s \in S} (X_s, \tau_s, E_s) \to (X_s, \tau_s, E_s)\) are soft continuous and surjective, for each \( s \in S \), \( \{(X_s, \tau_s, E_s)\}_s \) is a soft path connected topological space.

Conversely, Let \( \{(X_s, \tau_s, E_s)\}_{s \in S} \) be a family of soft path connected topological spaces and \( \{((x_s)_{e'_s}, E_s)\}_{s \in S}, \{(y_s)_{e'_s}, E_s\}_{s \in S} \) be soft points of \( \prod_{s \in S} (X_s, \tau_s, E_s) \). Then for each \( s \in S \), \( ((x_s)_{e'_s}, E_s) \) and \( ((y_s)_{e'_s}, E_s) \) belong to \( (X_s, \tau_s, E_s) \). Since \( (X_s, \tau_s, E_s) \) is a soft path connected topological space, we have a soft path \((f_s, \varphi_s) : (I, \tau I, E) \to (X_s, \tau_s, E_s)\) such that

\[
\varphi_s(e) = e_s, \varphi_s(\tau) = \tau_s, f_s(0) = x_s, f_s(1) = y_s.
\]

If we now take \( \varphi : E \to \prod_{s \in S} E_s, f : I \to \prod_{s \in S} X_s \) defined by \( \varphi(e) = \{\varphi_s(e)\}_{s \in S}, f(x) = \{f_s(x)\}_{s \in S} \), then \( (f, \varphi) : (I, \tau I, E) \to \prod_{s \in S} (X_s, \tau_s, E_s) \) is a soft path so that

\[
\varphi(e) = \{\varphi_s(e)\}_{s \in S} = \{e_s\}_{s \in S}, \varphi(\tau) = \{\varphi_s(\tau)\}_{s \in S} = \{\tau_s\}_{s \in S}, f(0) = \{f_s(0)\}_{s \in S} = \{x_s\}_{s \in S}, f(1) = \{f_s(1)\}_{s \in S} = \{y_s\}_{s \in S}.
\]
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Abstract

The paper presents a description of the problem solving environment designed for simulation of gas flows in micro structures. The computational core of the problem solving environment is based on the direct finite-difference solution of the Boltzmann kinetic equation using the conservative projection method of collision integral calculation. To demonstrate the capabilities of the software and the present stage of its development some results of computing gas flows in the plane and 3D geometry are given. A simple gas, as well as a gas mixture, is considered.
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1 Introduction

At the present time, as technology development allows one to construct different micro and nano devices, the importance of understanding and predicting processes at the micro level has been increasing. One of the important areas of research is the study of non-equilibrium gas flows in microstructures. This area is difficult for theoretical study, and experimental study is often too expensive and time-consuming. Therefore, a promising research direction is numerical simulation. The traditional approach of gas flows simulation is based on the Navier-Stokes equations where the gas is treated as a continuous medium. This approach
PSE for Gas Flow Simulation on the Base of the Boltzmann Equation

is applicable only in cases where the Knudsen number, i.e. the ratio of the molecular mean free path to the representative size of the system, is less than the order of $10^{-2}$. However, in micro devices under normal conditions the mean free path is often comparable to the characteristic size of the flow, this leads to the inapplicability of the Navier-Stokes equations. For example, at the micro level there is an effect of the thermal transpiration where a temperature gradient applied to a surface causes a gas flow along this surface. Such effects do not appear at the macro level and not result from the solution of the Navier-Stokes equations.

A kinetic approach is required to describe the rarefied gas flows. The basis of the kinetic theory of gases is the Boltzmann equation. However, the complex structure and the nonlinearity of the Boltzmann equation cause difficulties in the development of not only analytical but also numerical methods for solving the equation.

A few decades ago a reliable method of the direct solution of the Boltzmann equation was developed [1]. Subsequently, the method has been improved and applied to the problems of highly non-equilibrium flows [3] as well as to the problems of slightly disturbed flows [2]. The method ensures the preservation of mass, momentum and energy conservation laws. It also turns the collision integral of the Maxwellian distribution function into zero and thus preserves the thermodynamic equilibrium state. The conservativeness of calculation of the collision integral is provided by a special projection of molecular velocities after collision at the nearest nodes of the velocity (or momentum) grid. Because of this procedure the method is called conservative projection method.

It is on the basis of the conservative projection method that the problem-solving environment (PSE) designed for simulation of rarefied gas flows was developed. Originally the PSE allowed one to carry out calculations for a one-component gas in areas which could be filled with a structured grid [4].

Then the PSE was improved, it became possible to carry out calculations of devices with complex geometries by means of unstructured grids [5]. Then the part of the PSE, which is responsible for the calculation of the collision integral, was improved; it became possible to simulate gas mixture flows [6] and gases with internal degrees of freedom on the basis of the simplified two-level model [7]. Most recently, the method of calculation of the collision integral for the gas mixture was extended [8], this was improved the efficiency of calculations of gas mixtures with disparate molecular masses. At present the integration into the PSE of the generalized Boltzmann equation solving method is taking place [7].

At the present time, there are also two other common approaches to modeling of rarefied gas flows. They are the direct Monte-Carlo simulation (DSMC), and the use of model equations, in which the complex collision integral is replaced by simpler relaxation forms. The first approach is used for the calculation of supersonic flows and, more recently, for micro-flows. However, for relatively slow subsonic processes, this method requires very time-consuming computation due to considerable statistical errors of $O(N^{-1/2})$. An example of
a software environment based on the direct Monte-Carlo simulation is presented in [10]. The drawback of the second approach is that the reliability of the results obtained by the application of simplified models is unknown. A description of another solver designed for computation of rarefied gas flows which is also based essentially on the conservative projection method is given in [11].

2 General structure of problem solving environment

The problem solving environment was developed using open technologies. For parts of the PSE related to calculations C++ was chosen as a programming language because it allows one to combine a high performance with object-oriented programming. The last is important for the further prospective PSE development. PSE parts responsible for pre- and post-processing of data were written in a high-level programming language Python. The PSE allows one to perform calculations on a personal computer, including the use of graphics processors [12]. Complex two- and three-dimensional problems are computed on multi-processor clusters. The scheme of data flow from the input parameters provided by the user and the computational grid generation to the results visualization by means of specialized packages is presented in Fig. 1. In the center of the picture there is a solver that is a program that performs all necessary calculations for solving the Boltzmann equation. The calculation is an iterative process of the evolution of the distribution function \( f(t, x, \xi) \). The gas macroparameters are obtained by integrating the distribution function multiplied by the corresponding function of the velocity \( \xi \). For a simple gas the Boltzmann equation and the formulae for calculation of the density, velocity and temperature of the gas are the following:

\[
\frac{\partial f(t, x, \xi)}{\partial t} + \xi \frac{\partial f(t, x, \xi)}{\partial x} = \int (f(\xi')f(\xi') - f(\xi)f(\xi)) \sigma(\theta, g) d^2n d^3\xi,
\]

\[
n(t, x) = \int f(t, x, \xi) d^3\xi, \quad v(t, x) = \frac{1}{n} \int f(t, x, \xi) d^3\xi, \quad T(t, x) = \frac{m}{3kn} \int (\xi - v)^2 f(t, x, \xi) d^3\xi.
\]

Since the method of solving the Boltzmann equation involves the splitting scheme into physical processes where the transport of molecules and collisions are calculated by turns, the solver itself consists of separate parts responsible for the transport equation and the calculation of the collision integral.

2.1 Molecular transport: advection equation solvers

The PSE includes two advection equation solvers: solver on structured grid (RectSolv) and solver on unstructured grids. In both solvers first and second order approximation schemes are implemented. The applied second order schemes are monotone and impervious
to the appearance of oscillations. Structured grid solver is much easier and faster, and can be performed on the GPU, but its applicability is limited to only the problems where geometry allows the application of structured grids. Unstructured solver does not have such a drawback and it is a versatile tool suitable for simulation of complex devices. An open-source software package GMSH [13] is used for generation of unstructured grids. GMSH package allows one to fill the computational domain with the mesh satisfying the following two important requirements:

- The mesh should have a high quality. In the case of a tetrahedral mesh it means that each cell must be as possible close to a regular tetrahedron. This is due to the fact that the explicit numerical schemes in which the maximum allowable time step is limited by the Friedrichs – Courant – Lewy condition are used.
- The mesh should be more detailed in areas where the gas flow is of most interest and it should be less detailed where the parameters of gas vary slightly. This ensures optimal balance between performance and accuracy.

GMSH also takes into account the specifics of the problem and allows one to select the appropriate type of the unit cells. For example in three-dimensional problems where the computational domain can be obtained by extruding of two-dimensional field, unstructured tetrahedral mesh is not necessary. For such problems prismatic grids constructed by translations of unstructured triangular mesh for two-dimensional area are more suitable. The application of prismatic meshes also makes it easier to perform calculated domain decomposition and to achieve load balancing between processes as it will be discussed below.

Advection equation solvers also allow one to perform parallel calculations on multiprocessor cluster architectures. For this purpose the whole computational domain is divided into sub-areas (domains), each of which is provided by separate computing processor.
2.2 Collision integral solver

A key part of the PSE is a part of the solver responsible for the calculation of the collisions. According to the inbuilt method the collision integral is calculated by the quadrature formula that is conservative by mass, momentum, and energy. Due to the multidimensionality of the collision integral the Korobov grids are used to improve the accuracy of calculations. Overall calculation of the collision integral and the collision relaxation stage is performed according to the scheme of "continuous computation" [2] in which the distribution function varies continuously in the process of summation. The collision integral solver includes different potentials of intermolecular interaction. For example, the realistic Lennard-Jones potential can be applied.

The collision integral solver consists of five sub-parts: the part designed to simulate a simple gas, two parts for a mixture of gases using the two-point or the multi-point projection [8], respectively, and two parts for gas with internal degrees of freedom based on the two-level model and the generalized Boltzmann equation [9] respectively (the latter is currently under development).

The type of the simulated gas does not affect the transport process solvers, i.e., each of the sub-parts of the collision integral can be used with any of the advection equation solvers. The collision integral solver demands significant computational resources so its code has been carefully optimized by using of the processor vector SSE instructions.

2.3 Pre- and post-processing of data

The input parameters for the solver are specified in the configuration xml format file. The main settings in the configuration file are: the details of the computational grid in the physical space, the initial conditions specified as macro parameters or the distribution function, the boundary conditions, the type of simulated gas (a simple gas, a mixture of gases, a gas with internal degrees of freedom) and the molecule interaction potential, and the velocity/momentum grid characteristics in the case of a simple/mixture gas, respectively.

The auxiliary scripts written in Python programming language are used to generate the part of the configuration file that contains the information about the computational grid. For example, there is a script that converts GMSH file into the appropriate section of the configuration file. The remaining sections of the configuration file can be created in a text or xml editor or in a special GUI program. There is also a script used for parametric investigations that generates a large number of configuration files varying one of the parameters. The boundary conditions can be specified as follows: the conditions of specular reflection of molecules can be applied on the surfaces of symmetry of the problem, the conditions of diffuse reflection of molecules can be applied on the surface of contact with the solid walls (full or partial accommodation is possible), the strict conditions, for example, can be applied to simulate the flow of gas from the outside.
Different post-processors based on open source packages are used for the analysis of the results obtained. GnuPlot and Matplotlib library for Python are applied for preparation of camera ready plots and fields. The Paraview environment is convenient to operate with three-dimensional distributions of macro parameters. There is also our own product Bkviewer designed for rapid analysis of the output data.

It should be noted that the initial and boundary conditions input, the calculations and the results output are performed in dimensionless variables:

\[
x^* = \frac{x}{\lambda}, \quad t^* = \frac{t}{\tau}, \quad \xi^* = \frac{\xi}{v_0}, \quad n^* = \frac{n}{n_0}, \quad v^* = \frac{v}{v_0}, \quad T^* = \frac{T}{T_0}, \quad f^* = \frac{f}{n_0 v_0^2},
\]

where \( \lambda = 1/\sqrt{2\pi\sigma_0^2 n_0} \) – the representative molecules mean free path, \( \tau = \lambda/v_0 \) – the mean free path time, \( v_0 \) – the representative velocity of the gas molecules, \( n_0, T_0 \) – the representative density and temperature of the gas. The transition to the dimensionless variables, firstly, facilitates the analysis of calculations, secondly, the criterion of similarity can be applied.

3 Examples of simulation

3.1 Poiseuille flow

Apart from fact that the Poiseuille flow problem is a classical problem of gas dynamics and can be used as a verification test, study of the Poiseuille flow through micro cavities and micro tubes has a practical interest in view of construction of vacuum devices, filter membranes and gas analyzers. In [14] and [15] the problem is studied by the DSMC method and solving of model equations, respectively. Here we present the results obtained by the developed PSE.

Let us consider a cylindrical tube with diameter \( D = 4\lambda \) and length \( L = 16\lambda \) (\( \lambda \) is the molecules mean free path), which connects two reservoirs. At the initial time there is a pressure difference at the ends of the tube so that the initial pressure ratio at the reservoirs is equal to \( p_1/p_2 = 1.1 \). An unstructured mesh built in the physical space is shown in Fig.2. The condition of the diffuse molecule reflection is set at the reservoirs and tube walls.

The pressure difference at the ends of the tube makes the Poiseuille flow in it. Fig. 3 shows the distribution of the gas velocity magnitude \( v \) after the flow between the reservoirs has established. In Fig. 4 the longitudinal velocity \( v_x \) versus the lateral coordinate \( y \) is shown. The solid line corresponds to the results of simulation, the dashed line is a quadratic approximation \( u(x) = C - \Delta px^2/2\mu \). The difference between the flow in the rarefied regime and the one in the continuous regime is primarily that the gas velocity at the walls of the tube is not equal to zero. In Fig. 5 the time evolution of the ratio of pressures in the reservoirs \( p_1(t)/p_2(t) \) is given.
3.2 Shock wave – Boundary Layer Interaction inside a Micro Channel

Study of penetration of a shock wave into a boundary layer and its interaction with a channel wall is one of fundamental problems of gas dynamics. The problem is particularly important for analyses of flows with shock waves in channels of size comparable with the molecular mean free path \[16\]. Often there are problems related with experimental analyses of supersonic flows in micro channels, so using numerical modeling seems to be a promising approach.

For this problem the structured mesh solver of the advection equation is used. The calculations are performed in a rectangular channel. The channel has a width \(H\) and a length \(L\). At the walls of the channel the diffuse reflection conditions are set. The temperature of the walls is constant and equal to the temperature of the gas before the shock wave. Maxwellian distributions with the parameters obtained from Rankin-Hugoniot relations are set as the boundary conditions at the ends of the channel. At the initial instant a non-disturbed shock wave structure calculated in advance in a one-dimensional problem is placed in the channel. After some period of time, a boundary layer structure is formed. The calculations are performed in the shock wave front coordinate system. The hard sphere intermolecular interaction model is used.

Figs. 6(a) and 6(b) present fields of density and temperature for the shock wave Mach
number $M = 2$ and the Knudsen number $Kn = \lambda/H$ at the moment of time $t = 25$. In Figs the bend of the shock wave front is observed. The hot gas behind the front of the SW is slowing down and cooling near the wall.

### 3.3 Gas separation in the Knudsen pump

At the present time, there is an increasing interest in the micro devices driven by the effect of thermal transpiration and operating as pumps [17]. In such devices flow of gas mixture can be even more interesting [18], [19] since the magnitude of flows induced by the thermal transpiration depends on properties of the gas molecules. Individual mixture components may behave differently inside the micro devices.

Here we present results of gas separation modeling in the Knudsen pump. For the purpose of reducing of the computational time and increasing the accuracy of the results the problem has been considered in plane geometry. Examples of 3D modeling of gas flows in the Knudsen pump and its modifications carried out on our PSE can be found in [5] and [20] for a simple gas and a gas mixture, respectively.

The scheme of the Knudsen pump is shown in Fig. 8. The pump consists of two reservoirs filled with a gas, which are sequentially connected by a narrow and wide channels. The width of channels are $h$ and $H$, respectively. At the reservoirs walls the temperature $T_1$ is kept, along the walls of the narrow channel the temperature increases from $T_1$ to $T_2$ at the joint of channels, and then decreases along the wall of the wide channel to the $T_1$. The condition of the diffuse molecule reflection is set at the reservoirs and channels walls. The construction of the pump is symmetric about the channel axis; this allows one to carry out calculations only in a half of the system with the specular boundary condition on the symmetry line.

A two component mixture of hard sphere molecules having masses $m^\alpha$ and $m^\beta$ is considered. At each point of the device the initial gas temperature are equal to the temperature of the nearest walls. The initial concentrations of the components are equal, $n^\alpha = n^\beta$. The initial pressure of the mixture in the pump is constant.
Let us consider the processes of pumping and gas separation in the system with the following parameters: \( m^\alpha/m^\beta = 1/2 \), \( T_2/T_1 = 4/3 \), \( H = 2h \), (\( Kn = 0.5 \), \( \lambda = 1/\sqrt{2\pi\sigma^2(n^\alpha + n^\beta)} \)). Fig. 9 shows time evolutions of the total pressure ratio and partial pressure ratios of the components. Under the action of the effect of thermal creep the gas starts flowing in the near-wall area along the temperature gradient. Then since the thermal creep effect is stronger in the narrow channel than in the wide one, the both gas components are pumped from the left to the right reservoir. At \( t = 250\tau \) the ratio of the partial pressures of the light component reaches its maximal value, and the inverse flux of the light component driven by the increased total pressure in the right reservoir begins.

Fig. 10 shows the steady-state distribution of the gas pressure \( p(x) = p^\alpha(x) + p^\beta(x) \) and relative concentrations of the light gas \( \chi^\alpha = n^\alpha/(n^\alpha + n^\beta) \) and the heavy gas \( \chi^\beta = n^\beta/(n^\alpha + n^\beta) \) along the axis of the pump. The pumping rate reaches the value \( p_A/p_B \approx 1.015 \), and the separation in the right reservoir is equal to \( n^\alpha_B/n^\beta_B \approx 0.987 \).

The gas flow in the pump is shown in Fig. 11. At the area near the channels walls the gas flows in the direction of the temperature gradient, at the middle of channels the reverse Poiseuille flow is formed due to the increased pressure at the joint.

### 3.4 Multistage Knudsen pump

The pumping and the gas separation level can be increased using the multistage Knudsen pump. In the multistage pump the reservoirs are connected by a cascade of sequentially connected narrow and wide channels. The temperature distribution at the channels is the same as in the single-stage pump: increases at the narrow channel and decreases at the wide one.

Consider the modeling of the multistage device for the Knudsen number \( Kn = 0.5 \). The temperatures ratio is equal to \( T_2/T_1 = 2 \), and \( m^\alpha/m^\beta = 1/2 \). In Fig. 11 the field of the relative concentration \( \chi^\alpha \) is shown. In the Fig. 12 the distributions of the total pressure and the relative concentrations of the components along the pump axis are given. The graphics have a saw-toothed form. The local maxima are located at the joints of the channels. The total pumping level is much larger compared to the single-stage device and equal to \( p_A/p_B = 1.32 \), and the total gas separation is equal to \( \chi^\alpha_B/\chi^\alpha_A = 0.93 \).

In addition, consider the gas mixture separation in the Knudsen pump using the Lennard-Jones potential of intermolecular interaction \( U^{ij} = 4\varepsilon^{ij}((\sigma^{ij}/r)^{12} - (\sigma^{ij}/r)^6) \). Let the gas be a mixture of Neon and Argon for which parameters of the Lennard-Jones potential are: \( \varepsilon^{Ne} = 35.7K \), \( \varepsilon^{Ar} = 122.4K \), \( \sigma^{Ne} = 2.789A \), \( \sigma^{Ar} = 3.482A \). The interaction parameters for different atoms are defined by the combinatory relations: \( \varepsilon^{a,\beta} = \sqrt{\varepsilon^a\varepsilon^\beta} \), \( \sigma^{a,\beta} = (\sigma^a + \sigma^\beta)/2 \). The Knudsen number is defined by the mean free path for Neon, \( \lambda = 1/\sqrt{2\pi(\sigma^{Ne})^2\Omega^{(2,2)}_{Ne}n_0} \). An omega integral \( \Omega^{(2,2)}_{Ne} = 0.8135 \) is used to make equal the viscosity of the Lennard-Jones gas to the viscosity of the hard sphere gas.

Fig. 13 shows a comparison of the distributions of total pressure and the relative
Figure 7: Scheme of the Knudsen pump.

Figure 8: Pumping and gas separation versus time.

Figure 9: Pressure and relative concentrations along the pump axis.

Figure 10: Streamlines of the gas flow

Figure 11: Field of the relative concentration $\chi^\alpha$

Figure 12: Pressure and relative concentrations along the multistage pump axis.

Figure 13: Pressure and relative concentration of light gas along the pump axis.
concentrations of the components along the pump axis. The solid line corresponds to the simulation using the hard-sphere potential, and the dashed line to the Lennard-Jones potential. The results for the pressure for the both considered potentials are very close, but the separation levels differ. For the Lennard-Jones potential the separation level is almost two times lower, however qualitatively in the both cases the processes evolve in the similar manner.

Conclusion

The description of the problem solving environment and the examples provided in this paper show that studies of gas flows in micro channels and micro devices can be efficiently done by using numerical modeling. The applied approach is based on the direct solution of the Boltzmann kinetic equation. Thus the accuracy of the results is limited only by the available computational resources. As the examples slightly disturbed flows as well as non-steady supersonic flows are presented. Flows of simple gas and gas mixture with realistic intermolecular potential are considered.
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Abstract

Using fixed point techniques and biorthogonal systems in adequate Banach spaces, the problem of approximating the solution of a system of nonlinear mixed Fredholm–Volterra integro–differential equations of the second kind is turned into a new numerical method that allows it to be solved numerically.
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1 Introduction

Some important problems in science and engineering can usually be reduced to a systems of differential, integral and integro-differential equations. Therefore, the importance of such systems in the study of problems arising from the real world, have made them an important research topic in Applied Mathematics. Since few of these equations can be solved analytically, it is often necessary to develop numerical techniques that allow us to obtain the approximate solution of such equations. The increasing success with which the numerical methods have been used to model concrete situations, have made them an important research topic in Numerical Analysis (see for example [1], [2], [3], [7], [9], [10], [11], [12], [14] and [15])
2 The problem

Let us consider the system of nonlinear Fredholm–Volterra integro–differential equations of the second kind:

\[
\begin{cases}
X'(t) = F(t, X(t)) + \int_{\alpha}^{\alpha + \beta} K(t, s, X(s)) ds + \int_{\alpha}^{t} H(t, s, X(s)) ds, \quad (t, s \in [\alpha, \alpha + \beta]) \\
X(\alpha) = \rho.
\end{cases}
\] (1)

where:

a) \( \alpha \in \mathbb{R} \) and \( \rho = [\rho_1, \ldots, \rho_n]^T \in \mathbb{R}^n \),

b) \( X(t) = [x_1(t), \ldots, x_n(t)]^T \) with \( X \in C([\alpha, \alpha + \beta], \mathbb{R}^n) \) is the solution to be calculated,

c) \( F \in C([\alpha, \alpha + \beta] \times \mathbb{R}^n, \mathbb{R}^n) \) with

\[
F(t, X(t)) = [F_1(t, X(t)), \ldots, F_n(t, X(t))]^T,
\]

d) \( K, H \in C([\alpha, \alpha + \beta]^2 \times \mathbb{R}^n, \mathbb{R}^n) \) with

\[
K(t, s, X(s)) = [K_1(t, s, X(s)), \ldots, K_n(t, s, X(s))]^T \quad \text{and} \quad H(t, s, X(s)) = [H_1(t, s, X(s)), \ldots, H_n(t, s, X(s))]^T.
\]

In this work we present a numerical method to solve the above mentioned system based on two classical analytical tools: the fixed point theorem and biorthogonal systems in a Banach space. Such tools have been used also successfully in [4] and [5]. We recall some auxiliary facts from the Fixed Point Theory and the Theory of Schauder Bases, we present the method when the Lipschitz condition is assumed on \( F, G \) and \( H \) in their last variables and we obtain an explicit control of the error committed. Finally we illustrate the theoretical results with some examples.
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Abstract

We shall describe how correlation-immune functions and orthogonal arrays can play a new role in cryptography for optimizing the masking counter-measures to side-channel attacks. We shall show why the state of the art on correlation-immune functions does not allow addressing the new questions posed by this emerging framework. And we shall give some original results in this sense.
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1 Extended abstract

Correlation-immune Boolean functions (from $\mathbb{F}_2^n$ to $\mathbb{F}_2$) and their related orthogonal arrays have well-known applications in symmetric cryptography, since they can be used in the pseudo-random generators of stream ciphers to combine the outputs to several LFSR (in the so-called combiner model); their correlation immunity allows resisting the Siegenthaler attack.

Definition A Boolean function $f$ is $d$th-order correlation-immune ($d$-CI for short) if its output value distribution does not change when at most $d$ coordinates of its input are fixed to arbitrary values.
A new use of correlation-immune Boolean functions in cryptography and new results

The array whose rows are the elements of the support of \( f \) is an orthogonal array of strength \( d \).

A nice characterization exists through the Walsh transform of the function.

Definition The Fourier transform \( \hat{f} \) of a Boolean function (viewed as integer-valued) or of any integer-valued function \( f \) over \( \mathbb{F}_2^n \) is defined as \( \hat{f} : \mathbb{F}_2^n \rightarrow \mathbb{Z} \) \( x \mapsto \sum_{x \in \mathbb{F}_2^n} f(x)(-1)^{a \cdot x} \) where \( a \cdot x \) is the usual inner product in \( \mathbb{F}_2^n \). The Walsh transform \( W_f \) of a Boolean function \( f \) over \( \mathbb{F}_2^n \) is the Fourier transform of its sign function \((-1)^f\).

It has been proved by Xiao and Massey that \( f \) is \( d \)-CI if and only if \( W_f(a) \) is null for every nonzero vector \( a \) of weight at most \( d \). See more in the survey on Boolean functions [1].

In the framework of stream ciphers, the functions must be balanced, that is, have uniform output distribution. Indeed, if such function is unbalanced, then the plaintext and the ciphertext output by the stream cipher have an obvious statistic dependency, which allows distinguishing when a pair of texts is a pair (plaintext, ciphertext). Correlation-immune balanced functions (called resilient functions) have been extensively studied until the invention in 2003 of algebraic attacks on stream ciphers. No construction of functions achieving resistance to the Siegenthaler attack and to algebraic and fast algebraic attacks is known yet. This makes the recent research in the domain of CI-functions has now more theoretical interest than practical.

We will show a new way of having correlation immune functions playing a role in cryptography; the functions in this framework will need to have low weight and then to be unbalanced. The implementation of cryptographic algorithms in devices like smart cards, FPGA or ASIC leaks information on the secret data, leading to side channel attacks (SCA). These attacks are very powerful if countermeasures are not included in the implementation of cryptosystems: recall that a cryptanalysis is considered breaking a crypto-system if it works in less that \( 2^{80} \) operations, needing thousands of centuries of computation with current computers and using thousands of pairs of plaintexts-ciphertexts, while SCA can be efficient, recovering the key with few plaintext-ciphertext pairs in a few seconds.

Counter-measures fortunately exist but are costly in terms of running time and of memory when they need to resist higher order side channel attacks. The most commonly used counter-measure is a secret-sharing method called masking. Some implementations of masking counter-measures can be very efficient but cannot afford using all the possible values of the mask variable. It can be shown that, for a given level of security, the selection of the mask values is optimal when it is chosen in the support of a \( d \)-CI Boolean function, where \( d \) is as large as possible. The lower the weight of this function, the cheaper the countermeasure.
This poses new questions on correlation-immune functions. The numerous studies made until now dealt with resilient functions and do not work for generating low weight correlation-immune functions. We will show why the usual constructions (such as the Maiorana-McFarland construction) and the usual ways of deriving new CI-functions from known ones (secondary constructions such as the indirect sum) are not efficient for generating low weight CI functions.

We use Satisfiability Modulo Theory (SMT) tools to study CI functions in at most 10 variables. This number is sufficiently large for cryptographic applications to block ciphers (more prone to SCA). We give the minimal weights of $d$-CI functions in $n$ variables for $n \leq 10$ and all $d \leq n$. Some of these results were not known previously, such as the minimal weight for $(n = 9; d = 4)$ and $(n = 10; d \in \{4; 5; 6\})$. These results set new bounds for the minimal number of lines of binary orthogonal arrays.

We show that a byte-oriented block cipher such as AES can be protected with only 16 mask values against correlation power attacks of orders 1, 2 and 3.
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Abstract

This work focuses on the utilization of the nonproduct type weight functions in HDMR. The problem of this type HDMR is the fact that the use of vanishing conditions on the components can not be imposed without causing inconsistencies. We have avoided these impositions in our previous studies in bivariate and trivariate HDMR. What we have obtained there has been the fact that the vanishing conditions can be imposed under not the nonproduct type weight function but under the product of its univariate integrals to construct appropriate HDMR. This work extends this result to the most general multivarience, the HDMR of $n$ variable multivariate functions.
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1 Introduction

Recently we have focused on the impositions to get uniqueness in the construction of HDMR under orthogonal geometry but nonproduct type weight function. The nonproduct type weight function destroys the possibility of using vanishing conditions employed in HDMRs under product type weight functions [1]. This happens because of some inconsistencies in the equations to determine the HDMR components. This fact has urged us not to impose the vanishing conditions. The ordinary HDMR under product type weight functions uses the equations of each possible level of multivarience starting from the constancy [2–15]. These equations can be produced by using just the HDMR equation and its univariate,
bivariate and higher variate integrals up to and including the highest multiple integrations where HDMR is integrated over all independent variables. This procedure produces some number equations which are populated same as the HDMR components. Even though the linearity of the equations in HDMR components facilitate the analysis the integrals over them appear due to the integrations to construct the equations.

We have started with the simplest nontrivial case, bivariate HDMR for better understanding the nature of the problem under consideration. After some efforts we have arrived the fact that the HDMR components can be uniquely determined by the vanishing conditions under not the nonproduct type weight function but the product of its univariate integrals. We have soon noticed that this very pleasant conclusion was not peculiar to the bivariate HDMR and we have extended our studies to the trivariate HDMR. What we have found was exactly same conclusion except the number of the factors and the independent variables was three. We have reported these cases and extended our studies to the HDMR cases where the number of independent variables is four and higher, and, the weight function is again nonproduct type. The conclusion were what we have expected. However, these conclusion were incomplete because they could be only the beginning stage of the mathematical induction based proof. We now completed the circle and by assuming the validity of the conclusion obtained rather small and fixed number of independent variables for a general number and could be able to show that the conclusion is conserved for the case where the number of independent variables is one more than the one in the validity assumed case. The proof is rather comprehensive for a proceeding because of the typographical reasons. However exactly same steps and the logic in the case of bivariate case. Hence we give details for bivariance. Grasping the issue for this case dissolves the induction stage difficulties in mathematical induction based proof.

2 Nonproduct Weighted HDMR for Bivariate Functions

High dimensional model representation of a given bivariate function can be given through the following equation

\[ f(x_1, x_2) = f_0 + f_1(x_1) + f_2(x_2) + f_{12}(x_1, x_2), \]

\[ x_1 \in [a_1, b_1], \quad x_2 \in [a_2, b_2] \quad (1) \]

where \( f \) symbolizes the given bivariate function while the independent variables are denoted by \( x_1 \) and \( x_2 \). Because of the nature of the HDMR, the right hand side of (1) contains four components: a constant \( (f_0) \), two univariate functions \( (f_1 \text{ and } f_2) \), and, a single bivariate function \( (f_{12}) \). These components can not be uniquely determined unless certain conditions are imposed on them. To understand how these impositions can be realized we can multiply both sides of (1) by a bivariate weight function denoted by \( \Omega(x_1, x_2) \) (the weight function can only be at most finitely many times vanishing in the region defined as \([a_1, b_1] \times [a_2, b_2] \)
by definition) and then separately integrate with respect to $x_1$ and $x_2$ over their domains. These give

$$\int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f (x_1, x_2) = \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_0 (x_1) + \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_1 (x_1) + \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_2 (x_2) + \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_{12} (x_1, x_2), \quad x_1 \in [a_1, b_1]$$

(2)

$$\int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f (x_1, x_2) = \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f_0 (x_1) + \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f_1 (x_1) + \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f_2 (x_2) + \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f_{12} (x_1, x_2), \quad x_2 \in [a_2, b_2]$$

(3)

For simplicity we assume that the following unit integral condition is satisfied by the weight function.

$$\int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) = 1 \quad (4)$$

The very specific right hand side structures of (2) and (3) urge us to define

$$\Omega_1 (x_1) \equiv \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2), \quad \Omega_2 (x_2) \equiv \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2)$$

(5)

for which the following unit integral conditions remain valid.

$$\int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) = 1, \quad \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) = 1 \quad (6)$$

Apparently $\Omega_1$ and $\Omega_2$ are univariate weight functions which convert (2) and (3) to the following concise forms

$$\int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f (x_1, x_2) = \Omega_1 (x_1) f_0 + \Omega_1 (x_1) f_1 (x_1) + \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_2 (x_2) + \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_{12} (x_1, x_2), \quad x_1 \in [a_1, b_1]$$

(7)
\[
\int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f (x_1, x_2) = \Omega_1 (x_1) f_0 + \Omega_1 (x_1) f_1 (x_1) + \int_{a_1}^{b_1} dx_1 \Omega (x_1, x_2) f_2 (x_2) \\
+ \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_{12} (x_1, x_2), \quad x_2 \in [a_2, b_2]
\]

(8)

If we define

\[
D (x_1, x_2) \equiv \Omega (x_1, x_2) - \Omega_1 (x_1) \Omega_2 (x_2)
\]

(9)

then we can easily show that its univariate integrals over the independent variables’ domains vanish independently. Hence it somehow measures the deviation between the given non-product type weight function and the product of its univariate integrals. By using \( D (x_1, x_2) \) we can write the following equation

\[
\Omega (x_1, x_2) = \Omega_1 (x_1) \Omega_2 (x_2) + D (x_1, x_2).
\]

(10)

Now we can rewrite original HDMR equality in homogeneous form and then multiply the both sides by the product \( \Omega_1 (x_1) \Omega (x_2) \) and independently integrate with respect to \( x_2 \) and \( x_1 \) over their intervals. These give

\[
\Omega_1 (x_1) \left[ \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f (x_1, x_2) - f_0 - f_1 (x_1) - \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_2 (x_2) \right. \\
- \left. \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_{12} (x_1, x_2) \right] = \int_{a_2}^{b_2} dx_2 D (x_1, x_2) f_2 (x_2) \\
+ \int_{a_2}^{b_2} dx_2 D (x_1, x_2) f_{12} (x_1, x_2) - \int_{a_2}^{b_2} dx_2 D (x_1, x_2) f (x_1, x_2)
\]

(11)

\[
\left[ \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f (x_1, x_2) - f_0 - f_1 (x_1) - \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_2 (x_2) \right. \\
- \left. \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_{12} (x_1, x_2) \right] \Omega_2 (x_2) = \int_{a_1}^{b_1} dx_1 D (x_1, x_2) f_2 (x_2) \\
+ \int_{a_1}^{b_1} dx_1 D (x_1, x_2) f_{12} (x_1, x_2) - \int_{a_1}^{b_1} dx_1 D (x_1, x_2) f (x_1, x_2)
\]

(12)

Not only the double integral of the deviation function \( D (x_1, x_2) \), but also its all univariate integrals vanish as can be shown easily. This can be used to show that the right hand sides of the last two equations vanish. If we multiply the both sides of the HDMR equation’s homogeneous version by \( D (x_1, x_2) \) and independently integrate with respect to
Thus we can arrive at the following equations

\[
\int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f (x_1, x_2) = f_0 + f_1 (x_1) + \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_2 (x_2) \\
+ \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_{12} (x_1, x_2)
\]

(13)

\[
\int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f (x_1, x_2) = f_0 + \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_1 (x_1) \\
+ \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_{12} (x_1, x_2)
\]

(14)

Thus we have now three equations: original HDMR equation and these two univariate equations. We need one more equation at the level of constancy to complete the circle. To this end, we can multiply the both sides of the homogeneous version of the original HDMR equation by \( \Omega(x_1, x_2) \) and then integrate the result over the domains of \( x_1 \) and \( x_2 \). What we obtain can be expressed as follows after using some of abovementioned definitions and entities

\[
\int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f (x_1, x_2) = f_0 + \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_1 (x_1) \\
+ \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_2 (x_2) \\
+ \int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega (x_1, x_2) f_{12} (x_1, x_2)
\]

(15)

which can be rewritten in terms of the abovementioned deviation function as follows

\[
\int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega_1 (x_1) \Omega_2 (x_2) f (x_1, x_2) - f_0 - \int_{a_1}^{b_1} dx_1 \Omega_1 (x_1) f_1 (x_1) \\
- \int_{a_2}^{b_2} dx_2 \Omega_2 (x_2) f_2 (x_2) - \int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega_1 (x_1) \Omega_2 (x_2) f_{12} (x_1, x_2)
\]

\[
= \int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 D (x_1, x_2) f_{12} (x_1, x_2) - \int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 D (x_1, x_2) f (x_1, x_2)
\]

(16)
whose right hand side vanishes as can be shown without difficulty. Thus we arrive at

$$\int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega_1(x_1) \Omega_2(x_2) f(x_1, x_2) = f_0 + \int_{a_1}^{b_1} dx_1 \Omega_1(x_1) f_1(x_1)$$

$$+ \int_{a_2}^{b_2} dx_2 \Omega_2(x_2) f_2(x_2)$$

$$+ \int_{a_1}^{b_1} dx_1 \int_{a_2}^{b_2} dx_2 \Omega_1(x_1) \Omega_2(x_2) f_{12}(x_1, x_2)$$

(17)

The equations given in (1), (13), (14), and (17) exactly match the equations obtained for the HDMR of $f(x_1, x_2)$ under the product type weight $\Omega_1(x_1) \Omega_2(x_2)$ over the rectangular geometry $[a_1, b_1] \times [a_2, b_2]$. Since the vanishing conditions are imposed for this specific HDMR we can also impose the following equations

$$\int_{a_i}^{b_i} dx_i \Omega_i(x_i) [f_i(x_i) f_{12}(x_1, x_2)] = [0 \ 0], \quad i = 1, 2.$$  

(18)

This result can be expressed in the following statement: One practically important way to use nonproduct type weight function in bivariate HDMR is to use the product of the univariate integrals of the weight function as the weight. This can be considered as a theorem for the utilization of nonproduct type weight functions in bivariate HDMR.

### 3 Generalization to Higher Dimensional Cases with Concluding Remarks

We have repeated the analysis of previous section for the trivariate functions and arrived at the same result. But this time a general trivariate weight function has been considered and we have revealed that the product of its univariate integrals can used as the product type weight function under which vanishing conditions can be imposed. This has been reported. In spite of not reporting we have found that the results obtained for bivariate and trivariate HDMR remain valid for the four, five, six and more variable HDMRs. However, it is not the way to show the validity for each number of variables. These findings can be used the starting stage of a mathematical induction proof. So we can consider the case where the number of the independent variables is $n$ and assume the validity of the statement: The HDMR of $n$ variable multivariate functions under a hyperprismatic geometry but nonproduct type weight function can be set equivalent to the HDMR of same functions under the same geometry but under the product type geometry whose univariate weight factors are the univariate integrals of the nonproduct type weight function under consideration, and then, try to prove the validity of same thing for $n + 1$ variate HDMR in the same category. The
proof is rather comprehensive in the formulation even though the intermediate steps are not hard to be taken. What we can say is that the proof can be obtained by following certain deviation functions based on the univariate and multivariate integrals of the nonproduct type weight function. We do not intend to get into details here for typographical reasons. However we are going to report the proof in a coming publication as soon as possible.
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Abstract

The National Institute of Meteorology (INMET) in Brazil includes a network of meteorological stations which has 24 stations operating in agricultural region of São Francisco River Valley. There are 11 conventional stations and 13 with automatic systems. The institute gathers high quality expensive data despite they have been little used. Since there is no possibility of installing meteorological stations everywhere, a cross-validation procedure has been developed in order to evaluate the meteorological data from INMET network using inverse power distance weighting method. This work aims to present methodologies for meteorological variables representation through High Performance Computing Models on Multicore and Multi-GPU systems.
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1 Introduction

Agricultural region of São Francisco River Valley has a successful public policy for the development of semiarid northeast region based on irrigated agriculture. Agriculture has stimulated this region of the country, bringing socio-economic development to the countryside in a wide area of modern agriculture. This development center is located in the driest area in the Northeast of Brazil, on the São Francisco River Valley, including a wide area, where natural conditions are exceptional for the development of irrigated fruit growing.
Efficiency is demanded in the usage of water for irrigated agriculture so that the process remains sustainable in environmental aspects, and the water resources management is the way one seeks to consider and resolve issues of scarcity. Meteorological variables representation provides data to quantify the water needs of crops, which is essential for its proper management. The main meteorological variables are: temperature, air relative humidity, wind velocity, solar radiation, precipitation and atmospheric pressure. The values of those variables are valid for the points where they are measured [1]. The National Institute of Meteorology (INMET) [2] in Brazil includes a network of meteorological stations which has 24 stations operating in São Francisco River Valley agricultural region. There are 11 conventional stations and 13 with automatic systems. These data are available on the Internet and have been little used. They are high quality data whose acquisition is considered expensive. Since there is no possibility to install meteorological stations everywhere, this project aims to test and validate, using the Inverse Power Distance Weighting [3], a methodology for making a meteorological data representation in INMET stations network.

The problem of this case study is the high computing power required to estimate meteorological variables that represent the climate of the São Francisco River Valley. The spatial interpolation method [4] requires a significant computational power to perform the interpolation on a large set of data, and sequential programming is not practicable in some cases. Currently it is usual to have computational systems formed by a multiprocessors with one or more Graphics Processing Units (GPUs). These systems are heterogeneous, due to different types of memory and different speeds of computation between CPU and GPU cores. In order to accelerate the solution of complex problems it is necessary to use the aggregated computational power of the two subsystems [5]. Heterogeneity introduces new challenges to algorithm design and system software. Our approach is to fully exploit all the CPU and all GPUs devices on these systems [6] and achieves the objective of maximum efficiency by an appropriate balancing of the workload among all the computational resources. Those ideas introduced methodologies for meteorological variables representation using the Inverse Power Distance Weighting method on Multicore and Multi-GPU systems.

### 2 Experimental Results

The computer used in our experiments has two 3.33 GHz Intel Xeon X5680 and 96GB GDDR3 main memory. Each one is an hexacore processor with 12 MB of cache memory. It contains two GPUs NVIDIA Tesla C2070 with 14 stream multiprocessors (SM) and 32 stream processors (SP) each (448 cores in total). In order to validate the presented methodology and derived equations, it will be applied computing techniques for efficient solution using inverse power distance weighting method by using the parallel scheme to represent the computational modeling of meteorological variables of São Francisco river valley region. We have implemented a parallel algorithm using OpenMP + CUDA. The benchmark was compiled with nvcc. In the experiments, we increased the number of stations from 12 to 18 to obtain the number that minimizes time. The execution with the
original code is denoted by “Sequential”. As can be seen, its behavior is presented in Table 1.

Table 1: Comparative performance analysis of execution time of Sequential (in seconds).

<table>
<thead>
<tr>
<th>Number of Estations</th>
<th>Automatic (in seconds)</th>
<th>Loop (in seconds)</th>
<th>Process (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>988.12</td>
<td>1,996.19</td>
<td>2,984.31</td>
</tr>
<tr>
<td>14</td>
<td>4,472.69</td>
<td>21,243.02</td>
<td>25,715.71</td>
</tr>
<tr>
<td>16</td>
<td>12,004.17</td>
<td>63,424.38</td>
<td>75,428.55</td>
</tr>
<tr>
<td>18</td>
<td>81,498.14</td>
<td>122,191.27</td>
<td>203,689.40</td>
</tr>
<tr>
<td></td>
<td>33.11%</td>
<td>66.89%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>17.39%</td>
<td>82.61%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>15.91%</td>
<td>84.08%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>40.01%</td>
<td>59.99%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Where Automatic Time is the time for picks up the access time to the database, Loop Time refers to the internal loop (while (p)), which is the GPU has parallelized, and the Process Time includes the time to access the Automatic + Loop. The versions denoted by “Hybrid” represent executions denotes the use of several CPU cores and in two devices simultaneously.

Table 2: Comparative performance analysis of OpenMP + CUDA execution time (in seconds).

<table>
<thead>
<tr>
<th>Number of Estations</th>
<th>Automatic (in seconds)</th>
<th>Loop (in seconds)</th>
<th>Process (in seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>284.83</td>
<td>157.81</td>
<td>442.58</td>
</tr>
<tr>
<td>14</td>
<td>912.75</td>
<td>1,250.66</td>
<td>2,154.24</td>
</tr>
<tr>
<td>16</td>
<td>4,283.81</td>
<td>2,458.08</td>
<td>6,742.75</td>
</tr>
<tr>
<td>18</td>
<td>14,498.81</td>
<td>7,723.21</td>
<td>22,222.84</td>
</tr>
<tr>
<td></td>
<td>61.23%</td>
<td>34.31%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>58.50%</td>
<td>41.50%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>66.72%</td>
<td>33.02%</td>
<td>100.00%</td>
</tr>
<tr>
<td></td>
<td>65.36%</td>
<td>34.64%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 3: Comparative performance analysis of Speedup Rate.

<table>
<thead>
<tr>
<th>Number of Estations</th>
<th>Automatic</th>
<th>Loop</th>
<th>Process</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>3.48</td>
<td>12.65</td>
<td>6.49</td>
</tr>
<tr>
<td>14</td>
<td>4.90</td>
<td>16.98</td>
<td>11.82</td>
</tr>
<tr>
<td>16</td>
<td>5.26</td>
<td>15.22</td>
<td>11.17</td>
</tr>
<tr>
<td>18</td>
<td>6.62</td>
<td>15.82</td>
<td>9.16</td>
</tr>
</tbody>
</table>

In this model, processes are executed by all the elements of the machine, the suitable number of CPU cores and the two GPU. The results of the experiments show that the parallel CPU + GPU algorithm reduces the execution time significantly. As can be seen in Table 3 the maximum speedup is around 6 for Automatic Time and 15 for Loop Time, matching the number of cores.
3 Conclusions and Future Work

From the results obtained, installation of new automatic meteorological stations or redistribution of already installed in São Francisco river valley is recommended in order to encourage the use of space interpolation, given its importance for Brazilian agriculture scenario. Furthermore, the performance results obtained in this work indicate that the proposed applications are effective, based on the classification task, response time and workload distribution. The applications built also demonstrate the proper measure of computing power that must be combined with intrinsic parallelism, which should be used in algorithm execution. Nevertheless, there are other models of distributed programming that can exploit the subject discussed in this article making it more complete. In this sense, new experiments have been developed to consolidate the mathematical model proposed. Nevertheless, it is still interesting to see the extension of such tuning technique to heterogeneous clusters for this particular problem.
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Abstract

This paper presents a detailed study about the information exchange rule of load balancing algorithm. It is focused on analyzing how this rule affects the performance as well as the scalability of these type of algorithms. To do that, different rules widely used in the bibliography have been implemented, as global rules but also as local rules. To compare them, a metric that looks for a compromise between the communications overhead and the speedup of the load balancing algorithm has been used: the Information Efficiency.
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1 Introduction

One of the most important challenges that supercomputers which are in the exascale computing route face is scalability. Nowadays, supercomputers have hundreds of thousands of cores, with a tendency for this quantity to grow in the future [1]. Analyzing and solving all the problems that affect the scalability of these systems will be one of the keys to make them run real applications with a high degree of efficiency.

One of the key aspects that have a deeper impact on the performance of the applications running on these supercomputers is the ability to achieve a good load balancing among all the available nodes. Load balancing algorithms try to assign each node a workload proportional to its computing capabilities [9]. In order to decide when a load balancing operation should be done these algorithms need accurate and updated information about
the state of the system’s nodes. The procedure to collect and update this information, called Information Exchange Rule [10], can introduce a great overhead in the system, specially when the number of available nodes grows. The scalability of this type of algorithms is greatly affected by this fact.

In order to completely define the information exchange rule two parameters are needed: a temporal distribution, i. e. when the operations of exchange of information take place, and a spatial distribution, i. e. which nodes are involved in the exchange of information. Regarding the temporal distribution, three types of rules are typically used:

- **On-demand.** The exchange of information takes place only when a node decides to perform a load balancing operation. At that moment state information from the rest of the nodes is requested. This way, the state information is always updated and the number of messages in the network is minimized, although the overhead associated to a load balancing operation is increased [8].

- **Periodical.** Each node periodically reports its state to the others, regardless of whether it is necessary or not. The selection of the best reporting frequency is critical [6].

- **Event-driven.** A node only reports its state when an event takes place. In this context, an event will be a node changing its state. This approach reduces the amount of communications and minimizes the risk of network saturation [5].

From an spatial point of view, these information rules can be global rules or local rules. Global rules define information exchanges with all the available nodes in the system. The information they manage is more complete, but they are not quite scalable [7]. Local rules are based on the concept of domain. A domain is a set of nodes among which the information is exchanged [2]. Domains can be isolated (one node can not appear in more than one domain) or overlapped (the domains share some of the nodes).

This paper studies how the information exchange rule affects the scalability of the load balancing algorithms. For that purpose, a basic load balancing algorithm has been implemented [4] and different information exchange approaches have been tested: periodical, event-driven and on-demand. Also, separated domains as well as overlapped domains have been implemented, and the results achieved in all cases are presented.

In order to do a fair comparison of all the affected parameters, a metric called information efficiency, proposed in [3] has been used. This metric takes into account a trade-off between the use of the network and the workload balancing achieved in the system. This trade-off is reflected in a better use of the available resources and therefore in a higher speedup achieved when the algorithm is used.

This paper is organized as follows. Section 2 presents a the proposed algorithm describing in detail the different information rules implemented. The experimental results are discussed in section 3. Finally section 4 exposes the conclusions and future work.
2 Design of the Load Balancing Algorithm

The approach presented in this paper is a dynamic, distributed, and non preemptive load balancing algorithm. It is a dynamic algorithm because the assignment of a task to an specific node is performed in run time. Then the task is completely executed in the assigned node, without any kind of task migration. It is a distributed algorithm since every node in the cluster takes its own decisions based on local stored information. The algorithm does not present any overhead if the nodes are naturally balanced, therefore it can automatically turn itself off on global under-loading or over-loading situations.

Depending on whether or not the algorithm uses domains, the decision about doing a load balancing operation can be global or local. When there are not any domains, once a node dedices to perform a load balancing operation the partner is selected among all the available nodes. On the other hand, the partner selection will be restricted to the nodes in the same domain when these are implemented.

2.1 Measuring the state of a node

During this phase the local information needed to determine the workload of the local node is collected, to calculate then the load index, which determines the state of the node. The decision about the local execution of a new task or launching a new load balancing operation is taken based on this state for each node. The load index is periodically computed and it is discretized in a set of states [4].

Load Index. The load index is calculated based on two static parameters, the number of cores and the computational power as well as a dynamic parameter, the number of tasks being currently executed in the node. A node has two sources of heterogeneity, the number of cores and their computational power. Thus, it is necessary to specify two different possibilities:

- The number of tasks is lower than the number of cores in the node. Therefore, there are some free cores and this node can accept more tasks, so it will be a recipient node.
- The number of tasks is larger than the number of cores. In this case, the load index is calculated based on the computational power of the nodes.

States of a Node. The states come from a discretization of the load index in order to minimize the exchange of global information, as well as to simplify load balancing decisions. These states determine the behaviour of a node, and three different ones have been defined:

- Recipient State: The state of a node is recipient when the number of its running tasks is less than the number of cores it has, or when its load index value is bigger than the threshold neutral-recipient. This means that the node has free cores and then it can assume at least one more task, either local or remote.
• **Neutral State:** Its load index has a medium value. In this case all the node’s cores are executing at least one task. In this state the node can assume new local tasks but it rejects all remote requests.

• **Emitter State:** A node is Emitter when its load index has a value under the Neutral-Emitter threshold. This means that the node has many more tasks than the number of cores it has, and so it can not accept any more tasks.

**Change of state.** A node will change its state whenever a new measurement of the load index crosses a status threshold. Since this parameter is very volatile, it is possible that a particular node might be continuously changing its state due to small changes in its external load. To prevent this problem, some degree of hysteresis has been added to each threshold. This way, the number of messages due to state changes is reduced.

### 2.2 Global Information

In order to take decisions about load balancing it is necessary to exchange the state information among the nodes of the cluster. Our approach is a global algorithm, so all the nodes keep updated information about the global system state. Three different policies have been implemented for the nodes to broadcast their workload information when they suffer a change of state: *periodical, event-driven* and *on-demand*:

**Periodical.** The current state of a node, as well as the previous state of the rest of the nodes is sent after a certain period of time. Fixing the most appropriate period of time is of great importance, since a too short interval would mean sending messages so as to saturate the network but a too long interval would mean that the information that a node has about the others is obsolete. In order to avoid the effect of more than one change of state of one node, when a node receives information about another one it checks if the node the information is about is already in the recipients list, so the same node is not added or removed from the list more than once. With this implementation the new state of a node, as well as its old state, is received. The node will only be added to the list if the node changes from *recipient* to *neutral* state, and will only be removed from the list if it changes from *neutral* to *receptor* state, not being needed any change in the list in the rest of situations.

**Event-driven.** The information is sent to the rest of the nodes only when an event takes place, being an event a change of state on one node. The information sent is the current state of the node, since every change of state is communicated. As it was already mentioned, the algorithm is *emitter-initiated* so it is only of interest to know which are the *recipient* nodes. Therefore, an event will take place only when the node becomes *recipient* or when it leaves the *recipient* state. On the reception of a message showing a change of state, each node updates its receptors list. If the change is about a node that becomes *recipient*, that node is added to the list. Otherwise, it will be about a node that leaves the *recipient* state, so it will be removed from the list.
On-demand. State information will only be exchanged when a node is going to initiate a load balancing operation. In that moment the rest of the nodes are requested about their current state in order to have an updated list of possible recipients. If the information received from one node shows it is in recipient state, that node is added to the recipients list. It can be seen that every time a load balancing operation is going to be initiated, a new recipients list is created and any other previous list is deprecated, so the information is completely updated.

As it has been mentioned, load balancing operations can only take place between Recipient and Emitter nodes. Hence, only changes to or from Recipient state are significant enough to be communicated and thus, the number of messages is significantly reduced. Each node maintains a state-queue with the information received from other nodes. Only a Recipient-queue is needed, because only Recipient nodes can accept remote tasks. When a node becomes a Recipient, it broadcasts a message to all the nodes of the cluster so each of them will place it at the end of its queue. On the other hand, when a Recipient node changes its state to Neutral or Emitter, it broadcasts a message too and all the cluster nodes will discard it from their state-queues.

2.3 Local Information

When the number of nodes in the system grows, a global information scheme can be a problem from the point of view of the system’s scalability. To avoid it, the nodes can be organized in domains, so only the nodes belonging to the same domain will exchange state information. Two different type of domains have been implemented: overlapped and random.

Overlapped domains. The nodes are assigned to a domain based on their identifier. There is an overlapping, so every node will be assigned to more than one domain. The overlapping is designed so as to be half the size of the domain, so each node will belong to 2 domains. The overlapping avoids the coexistence of overloaded and underused domains, where a great part of the workload is enclosed into a domain while there are others unoccupied. In this way, the common nodes between two different domains can act as bridges to move a certain part of the workload.

Random domains. The nodes are randomly organized in domains, so it is not needed to create any list as it happens in the previous case. Any time some information is going to be sent to a domain, the nodes that are going to receive it are randomly chosen. As time passes by all the nodes in the system will have enough information to perform their load balancing operations if needed.
2.4 Initiation of Load Balancing Operations

It determines when a new load balancing operation has to begin. Since a load balancing approach that does not interrupt any execution has been proposed, the decision about which node is finally going to execute a task can only be taken in the exact moment of beginning the execution. Therefore, there must be an *emitter-initiated* rule to take this decision, and the decision about initiating a load balancing operation is *completely local* to the emitter. It must be noticed that on the decision of not doing any load balancing operation, no messages have to be exchanged, so the communications overhead is reduced. The initiation rule must be evaluated every time a new task has to be launched. At this moment, the state of the node is checked, in order to know if it can accept the local execution of the new task or if the search of a better candidate for the execution of the task should be initiated. A node can only accept the local execution of a new task if it is in *recipient* or *neutral* state. Therefore, only if the state of the node is *emitter*, a load balancing operation is initiated.

2.5 Partner Localization and Load Distribution

Once the decision of doing a load balancing operation is taken, two important steps must be performed: to locate a partner to send it the exceeding load and to decide how many tasks should be sent to that partner.

**Partner localization.** This is a completely local operation, since an *emitter* node looks for a partner in its own *recipients* queue. The selection of the partner can be done in many different ways. The approach adopted is to do a first random selection of a few nodes, that are then sorted based on their load index, so the less loaded node is requested. If the request is rejected, the next node in the list will be requested and so on. This strategy has some advantages. It reduces the communications overhead since the load indexes do not have to be constantly updated. Also, it avoids that one candidate is simultaneously chosen by different nodes, because it is in a prominent position in the queue.

**Load Distribution.** The last step to perform the load balancing operation is to decide how much workload should be sent to the *recipient* node. A good distribution is that in which each node gets an amount of workload that is proportional to its computational power. Therefore, the more similar load indexes are after the load balancing operation, the better the load distribution is. In this approach, first of all the *recipients* are sorted based on their load indexes. Then the *emitter* node sends to the first node in the sorted list as much workload as needed to force its load index to change from *recipient* to *neutral* state. Then, the second *recipient* from the list is selected and the same operation is performed. This process finishes when there is no more workload to send or there are no more *recipients*.
3 Experimental Results

The experiments have been run on a cluster composed of 8 nodes AMD single core. A total of 160 tasks to be delivered are sent to 2 nodes (80 tasks each), in order to test the algorithm but not to face an excessively large running time. This two nodes begin to execute tasks and as soon as their state changes to emitter they will send tasks to the rest of the available nodes in the system.

In order to test both global and local information algorithms, the following measures have been taken:

- \( t_{OP} \) is the time to execute the 160 tasks without any load balancing algorithm sending 20 of the 160 tasks to each node in the system.

- \( t_{DEL} \) is the time passed since the beginning or the test until all the tasks have been delivered (notice that it is not needed that the execution of the tasks have been completed).

- \( t_{EXE} \) is the time passed since the execution of the test begins until the execution of all the tasks launched is finished.

- \( n_{SEND} \) is the count of all the communications done among the nodes (global process) to inform about their state.

- \( lb_{CO} \) is the number of load balancing operations requested that are finally committed.

- \( lb_{NCO} \) is the number of load balancing operations that were requested but never were committed.

- \( \varepsilon \) is the information efficiency, measured as \( \varepsilon = \frac{lb_{CO}}{n_{SEND} \times \text{num of tasks}} \times \frac{t_{OP}}{t_{EXE}} \).

To carry out the experiments two types of static domains have been conformed: the first one with 4 nodes per domain with an overlapping of 2 nodes; the second one with 2 nodes per domain with an overlapping of 1 node. To carry out the experiments with random domains, 4 setups have been tested from 2 nodes per domain to 7 nodes per domain. Different tables with all the results achieved have been included, as well as two graphs collecting results from all the experiments.

Table 1 shows results from the experiments carried out without any domains. It means that the node 0 can deliver tasks to any of the available nodes. The other following tables collect results achieved using the different metrics explained in this paper. From these data figures 1 and 2 have been produced, and will be analyzed in the following. It must be said that this paper presents preliminary results, since the number of nodes used in the experiments is not big enough extract definitive conclusions about the advantages of using domains instead of global policies.
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Table 1: Experimental results with global policies.

<table>
<thead>
<tr>
<th>Policy</th>
<th>t_op</th>
<th>nSEND</th>
<th>lbCO</th>
<th>lbNCO</th>
<th>t_DEL</th>
<th>t_EXE</th>
<th>t_op/t_EXE</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-driven</td>
<td>396</td>
<td>1960</td>
<td>121</td>
<td>161</td>
<td>395</td>
<td>432</td>
<td>0.917</td>
<td>3.54E-4</td>
</tr>
<tr>
<td>Periodical 1</td>
<td>396</td>
<td>22981</td>
<td>123</td>
<td>208</td>
<td>414</td>
<td>452</td>
<td>0.876</td>
<td>2.93E-05</td>
</tr>
<tr>
<td>Periodical 3</td>
<td>396</td>
<td>4648</td>
<td>124</td>
<td>476</td>
<td>419</td>
<td>457</td>
<td>0.867</td>
<td>1.45E-4</td>
</tr>
<tr>
<td>Periodical 5</td>
<td>396</td>
<td>4704</td>
<td>124</td>
<td>532</td>
<td>424</td>
<td>462</td>
<td>0.857</td>
<td>1.41E-4</td>
</tr>
<tr>
<td>Periodical 10</td>
<td>396</td>
<td>2576</td>
<td>118</td>
<td>1077</td>
<td>463</td>
<td>501</td>
<td>0.79</td>
<td>2.26E-4</td>
</tr>
<tr>
<td>On-demand</td>
<td>396</td>
<td>5544</td>
<td>123</td>
<td>500</td>
<td>393</td>
<td>430</td>
<td>0.921</td>
<td>1.28E-4</td>
</tr>
</tbody>
</table>

Global policies  It can be seen in Figure 1 that the ratios $t_{op}/t_{EXE}$ are quite similar for the on-demand, event-driven and periodical (with 3 seconds of updating time) policies. However, attending to the information efficiency the event-driven policy has a great advantage with respect to the other ones (see Figure 2). It can be seen that the execution times achieved applying this policy are very similar but the number of messages exchanged is much more reduced. This way, table 1 shows that applying this policy means the exchange of 1960 messages, in front of 4648 messages using the periodical policy and 5544 of the on-demand one. Since the number of load balancing operations performed is quite similar in all cases, it can be said that the event-driven policy achieves the same results but exchanging less information and therefore reducing the use of the network.

Another important aspect to consider when the different policies are compared is the number of load balancing operations that are rejected. The event-driven policy achieves 161 rejected operations, while the periodical policy shows 476 and the on-demand one 500. It also means a lower overhead so it can be said that applying the event-driven policy gives a better result.

Table 2: Experimental results with domains of 4 nodes.

<table>
<thead>
<tr>
<th>Policy</th>
<th>t_op</th>
<th>nSEND</th>
<th>lbCO</th>
<th>lbNCO</th>
<th>t_DEL</th>
<th>t_EXE</th>
<th>t_op/t_EXE</th>
<th>ε</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-driven</td>
<td>396</td>
<td>1400</td>
<td>121</td>
<td>97</td>
<td>428</td>
<td>465</td>
<td>0.882</td>
<td>4.6E-4</td>
</tr>
<tr>
<td>Periodical 1</td>
<td>396</td>
<td>17080</td>
<td>121</td>
<td>99</td>
<td>432</td>
<td>469</td>
<td>0.844</td>
<td>3.74E-05</td>
</tr>
<tr>
<td>Periodical 3</td>
<td>396</td>
<td>5800</td>
<td>119</td>
<td>356</td>
<td>440</td>
<td>477</td>
<td>0.83</td>
<td>1.07E-4</td>
</tr>
<tr>
<td>Periodical 5</td>
<td>396</td>
<td>3640</td>
<td>120</td>
<td>436</td>
<td>459</td>
<td>497</td>
<td>0.797</td>
<td>1.64E-4</td>
</tr>
<tr>
<td>Periodical 10</td>
<td>396</td>
<td>1880</td>
<td>116</td>
<td>941</td>
<td>475</td>
<td>515</td>
<td>0.772</td>
<td>2.98E-4</td>
</tr>
<tr>
<td>On-demand</td>
<td>396</td>
<td>4225</td>
<td>121</td>
<td>103</td>
<td>428</td>
<td>465</td>
<td>0.882</td>
<td>1.52E-4</td>
</tr>
</tbody>
</table>

Finally, it must be noticed the deep impact that the election of the updating interval has on the periodical policy, since it can be seen that it produces a degradation of up to a 10%. This parameter is strongly dependent on the system’s dynamism. In this experiment the tasks have an arriving rate on the nodes of 1 second. With it, policies with large updating interval are using obsolete information many times, something that means a high number of rejected load balancing operations (reaching 1077 in the case of periodical-10). However, in a less dynamic environment the policies more affected would be the ones that were using short updating intervals, since they would cause the exchange of a big amount of information that would never be used.
Static Domains  With respect to the response time shown in Figure 1, once again the event-driven and on-demand policies achieve the best results, although the periodical-1 policy gives quite similar results. However, Figure 2 shows that attending to the efficiency, it is the event-driven policy the one that achieves much better results than the other ones. Basically the reasons are the same ones already explained in the previous section: it significantly reduces the number of messages exchanged and therefore the use of the network; provides a lower number of load balancing operations rejected, although in this case the difference with the other policies is lower, and its response times are very similar to the ones provided by the other policies.

### Table 3: Experimental results with random domains of 3 Nodes.

<table>
<thead>
<tr>
<th></th>
<th>$t_{op}$</th>
<th>$n_{SEND}$</th>
<th>$n_{CO}$</th>
<th>$t_{NCO}$</th>
<th>$t_{DEL}$</th>
<th>$t_{EXE}$</th>
<th>$t_{op}/t_{EXE}$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-driven</td>
<td>396</td>
<td>831</td>
<td>111</td>
<td>2362</td>
<td>527</td>
<td>564</td>
<td>0.702</td>
<td>5.86E-4</td>
</tr>
<tr>
<td>Periodical 1</td>
<td>396</td>
<td>10338</td>
<td>118</td>
<td>329</td>
<td>435</td>
<td>472</td>
<td>0.839</td>
<td>5.99E-05</td>
</tr>
<tr>
<td>Periodical 3</td>
<td>396</td>
<td>3432</td>
<td>119</td>
<td>596</td>
<td>434</td>
<td>472</td>
<td>0.839</td>
<td>1.82E-05</td>
</tr>
<tr>
<td>Periodical 5</td>
<td>396</td>
<td>2040</td>
<td>118</td>
<td>949</td>
<td>429</td>
<td>467</td>
<td>0.848</td>
<td>3.07E-4</td>
</tr>
<tr>
<td>Periodical 10</td>
<td>396</td>
<td>1149</td>
<td>112</td>
<td>1362</td>
<td>484</td>
<td>521</td>
<td>0.760</td>
<td>4.63E-4</td>
</tr>
<tr>
<td>On-demand</td>
<td>396</td>
<td>2418</td>
<td>123</td>
<td>109</td>
<td>406</td>
<td>444</td>
<td>0.892</td>
<td>2.84E-4</td>
</tr>
</tbody>
</table>

### Table 4: Experimental results with random domains of 5 Nodes.

<table>
<thead>
<tr>
<th></th>
<th>$t_{op}$</th>
<th>$n_{SEND}$</th>
<th>$n_{CO}$</th>
<th>$t_{NCO}$</th>
<th>$t_{DEL}$</th>
<th>$t_{EXE}$</th>
<th>$t_{op}/t_{EXE}$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-driven</td>
<td>396</td>
<td>1325</td>
<td>117</td>
<td>1451</td>
<td>476</td>
<td>513</td>
<td>0.772</td>
<td>4.26E-4</td>
</tr>
<tr>
<td>Periodical 1</td>
<td>396</td>
<td>16880</td>
<td>122</td>
<td>211</td>
<td>426</td>
<td>464</td>
<td>0.853</td>
<td>3.86E-05</td>
</tr>
<tr>
<td>Periodical 3</td>
<td>396</td>
<td>5720</td>
<td>122</td>
<td>440</td>
<td>435</td>
<td>471</td>
<td>0.841</td>
<td>1.12E-4</td>
</tr>
<tr>
<td>Periodical 5</td>
<td>396</td>
<td>3440</td>
<td>121</td>
<td>640</td>
<td>435</td>
<td>472</td>
<td>0.839</td>
<td>1.84E-4</td>
</tr>
<tr>
<td>Periodical 10</td>
<td>396</td>
<td>1840</td>
<td>116</td>
<td>1153</td>
<td>465</td>
<td>525</td>
<td>0.754</td>
<td>2.97E-4</td>
</tr>
<tr>
<td>On-demand</td>
<td>396</td>
<td>4050</td>
<td>123</td>
<td>108</td>
<td>415</td>
<td>432</td>
<td>0.876</td>
<td>1.66E-4</td>
</tr>
</tbody>
</table>

### Table 5: Experimental results with random domains of 7 nodes.

<table>
<thead>
<tr>
<th></th>
<th>$t_{op}$</th>
<th>$n_{SEND}$</th>
<th>$n_{CO}$</th>
<th>$t_{NCO}$</th>
<th>$t_{DEL}$</th>
<th>$t_{EXE}$</th>
<th>$t_{op}/t_{EXE}$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event-driven</td>
<td>396</td>
<td>1946</td>
<td>123</td>
<td>137</td>
<td>396</td>
<td>433</td>
<td>0.915</td>
<td>3.61E-4</td>
</tr>
<tr>
<td>Periodical 1</td>
<td>396</td>
<td>23198</td>
<td>127</td>
<td>177</td>
<td>418</td>
<td>456</td>
<td>0.868</td>
<td>2.97E-05</td>
</tr>
<tr>
<td>Periodical 3</td>
<td>396</td>
<td>7392</td>
<td>124</td>
<td>375</td>
<td>402</td>
<td>439</td>
<td>0.902</td>
<td>9.46E-05</td>
</tr>
<tr>
<td>Periodical 5</td>
<td>396</td>
<td>5152</td>
<td>125</td>
<td>595</td>
<td>465</td>
<td>503</td>
<td>0.787</td>
<td>1.18E-4</td>
</tr>
<tr>
<td>Periodical 10</td>
<td>396</td>
<td>2632</td>
<td>116</td>
<td>1054</td>
<td>475</td>
<td>512</td>
<td>0.773</td>
<td>2.13E-4</td>
</tr>
<tr>
<td>On-demand</td>
<td>396</td>
<td>5523</td>
<td>124</td>
<td>135</td>
<td>396</td>
<td>433</td>
<td>0.915</td>
<td>1.28E-4</td>
</tr>
</tbody>
</table>

Comparing results with the ones achieved with the Global policies, table 2 shows that the execution times are worse, but the exchange of information is reduced in a 25% providing then a better efficiency. This behavior means that the domain-based policies are more scalable. That is, when the number of nodes is increased not only better efficiency results will be obtained, but also better response times.

Random Domains  Finally, the results achieved by the policies based on random domains are analyzed. Experiments with domains with 3, 5 and 7 nodes have been done. Regarding
Impact of the Information Exchange Policies in Load Balancing Algorithms

![Figure 1: Ratio $t_{OP}/t_{EXE}$](image1)

![Figure 2: Information efficiency](image2)

the times shown in Figure 1, the on-demand policy achieves the best results for all the tested sizes. This is due to the fact that it is quite important to have the most updated information, since the components of the domain are randomly selected. By contrast, the event-driven policy is the one that gives worse results with small domains of 3 and 5 nodes. The reason for this is that sometimes it happens that the state of a node changes to Recipient but this information is not sent to the node that is delivering the tasks. This situation can be solved by increasing the domain size. Tables 3, 4 and 5 show an example of this situation. Observing the number of load balancing operations rejected, it is quite high in the case of
domains with 3 and 5 nodes. But it can be seen this value is lower in the case of domains with 7 nodes. This value is also significantly reduced in the case of the on-demand policy with respect to the global policies. It can also be seen that the behavior of the periodical policies is similar to the one presented with the global policies.

However, attending to the efficiency values, once again the event-driven policy is the one that achieves the best results, showing better values as smaller is the domain. This is due to the lower number of messages exchanged, with a great difference with the other policies.

4 Conclusions and Future Work

The information exchange rule specifies the way the information about the different nodes workload is collected and maintained, something essential to take the decisions related to the load balancing. One processor should ideally know every time the real state of the rest of the nodes available in the system. However, this is not possible in massively parallel systems, since it would be considerably prejudicial to the algorithm’s scalability. So a good information exchange rule has to balance the cost of collecting information and keeping an accurate view of the state of all the nodes in the system.

This paper presents an analysis of the information exchange policies most currently used, as the on-demand, the periodical and the event-driven policies are. Each node stores its information state independently, since this is a distributed algorithm. Keeping a global view of the whole system in massive parallel systems is unfeasible, so local policies must be used. These policies group nodes into domains so the exchange of information takes place only between nodes belonging to the same domain. It preserves the load balancing algorithm scalability, independently of system’s size.

This work presents preliminary experiments, since the system used has only a few nodes. Anyway some interesting conclusions can be extracted. As a general conclusion it can be said the event-driven policy is the one that behaves the best on all setups. This is because the response times achieved are quite similar to the ones achieved by the other policies, even better in some cases. But also the number of exchanged messages is quite lower than with the other policies, something that means achieving a better efficiency since the information exchanged is better used. Another consequence is a minimum number of load balancing operation requests rejected.

Future works are focused in two main directions. On one hand, to do this study in a massively parallel system, so the policies based on domains can show their power. On the other hand, to deeply analyze the efficiency metrics, to achieve a better correlation between the efficiency and the execution times of the different experiments.
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Abstract

A matrix pencil is a matrix in the form \( \lambda E - A \) where \( E \) and \( A \) are matrices with elements in a domain \( D \) and \( \lambda \) is an indeterminate. If \( E \) and \( A \) have their elements in say \( \mathbb{R} \), then such pencils may arise in the study of systems of differential algebraic equations. In this paper, we consider a more general class of matrix pencils, arising from linear systems of functional equations, where the entries of \( E \) and \( A \) belong to a polynomial ring e.g. \( D = \mathbb{R}[\alpha] \). A canonical form based on the companion matrix and the Smith form is presented for a class of such systems. Examples of these systems are linear neutral delay-differential equations or linear systems of PDEs which are first order with respect to one of the unknown functions. Necessary and sufficient conditions are presented under which a given matrix pencil is equivalent to the canonical form. The exact form of the equivalence transformation is set out using symbolic computations. Examples are also presented to illustrate the ideas developed in this paper.

Key words: Functional systems, Matrix pencils, Companion form, Smith form, Unimodular equivalence.

1 Introduction

Canonical forms play an important role in the modern theory of linear systems. One particular form that has proved to be very useful for 1-D linear systems is the so-called companion matrix which is associated with the characteristic polynomial of a given square matrix. For example, Barnett [1] showed that many of the concepts encountered in 1-D linear systems theory can be nicely linked via the companion matrix. In this paper, we consider a class of multivariate polynomial matrices in the form \( \lambda E(\alpha) - A(\alpha) \). This form
Symbolic Computation of a Canonical Form

of matrices arises for example in the study of linear systems of delay-differential equations such as suggested by Byrnes et al. [4], where \( \lambda = d/dt \) represents a differential operator and \( \alpha \) a shift operator, i.e., \( \alpha x(t) = x(t - h) \). The matrix \( \lambda E(\alpha) - A(\alpha) \), referred to as a matrix pencil can be regarded as a generalization of the matrix pencil \( \lambda E - A \) often encountered in the study of linear systems of differential algebraic equations. A canonical form associated with the characteristic polynomial of the pair \( E(\alpha), A(\alpha) \) is defined for these pencils. Necessary and sufficient conditions are presented under which a matrix pencil is equivalent to resulting canonical form. The exact form of the transformation connecting the pencils is established. First we present a few definitions that will be needed later in the paper.

**Definition 1** Let \( D = K[x_1, \ldots, x_n] \). The general linear group \( \text{GL}_p(D) \) is defined by

\[
\text{GL}_p(D) = \{ M \in D^{p\times p} \mid \exists N \in D^{p\times p} : MN = NM = I_p \}
\]

An element \( M \in \text{GL}_p(D) \) is called a unimodular matrix. It follows that \( M \) is unimodular if and only if the determinant of \( M \) is invertible in \( D \), i.e., is a non-zero element of \( K \).

One of standard tasks carried out in systems theory, is to transform a given system representation into a simpler form before applying any analytical or numerical method. The transformation involved must of course preserve relevant system properties if conclusions about the reduced system are to remain valid about the original one. An equivalence transformation used in the context of linear functional systems is unimodular equivalence. This transformation can be regarded as an extension of Rosenbrock’s equivalence [11] from the univariate to the multivariate setting and is defined by the following.

**Definition 2** Let \( T_1 \) and \( T_2 \) denote two \( q \times p \) matrices with elements in \( D \) then \( T_1 \) and \( T_2 \) are said to be unimodular equivalent if there exist two matrices \( M \in \text{GL}_q(D) \) and \( N \in \text{GL}_p(D) \) such that

\[
T_2 = MT_1N
\]

2 Reduction using Unimodular Equivalence

The reduction of multivariate polynomial matrices arising from linear functional systems was studied by a number of authors see for example, Frost and Storey [8], Lee and Zak [9]. In particular, Frost and Boudellioua [7] gave necessary and sufficient conditions under which a class of bivariate polynomial matrix is unimodular equivalent to a Smith form corresponding to a simpler system containing only one equation in one unknown. Lin et al. [10] extended this result to the multivariate case. Boudellioua and Quadrat [3] generalized this result using a module theoretic approach.
Theorem 1 ([7]) Let $T \in D^{n \times n}$, with full row rank, then $T$ is unimodular equivalent to the Smith form

$$S = \begin{pmatrix} I_{n-1} & 0 \\ 0 & |T| \end{pmatrix}$$

(3)

if and only if there exist a vector $U \in D^n$ which admits a left inverse over $D$ such that the matrix $(T \ U)$ has a right inverse over $D$.

3 Matrix Pencils over $D = \mathbb{R}[\lambda, \alpha]$

In this section we shall consider a type of matrix in the form $\lambda E(\alpha) - A(\alpha)$. Suppose that in Theorem 1, $D = \mathbb{R}[\lambda, \alpha]$ and

$$T = \lambda E(\alpha) - A(\alpha)$$

(4)

where $E(\alpha)$ and $A(\alpha)$ are $n \times n$ matrices with elements in $\mathbb{R}[\alpha]$ and suppose that there exists a vector $U \in D^n$ which admits a right inverse over $D$. Then it follows that the matrix $T$ is equivalent to the Smith form:

$$S = \begin{pmatrix} I_{n-1} & 0 \\ 0 & |\lambda E(\alpha) - A(\alpha)| \end{pmatrix}$$

(5)

where $|\lambda E(\alpha) - A(\alpha)|$ is the characteristic polynomial associated with the matrix pair $(E(\alpha), A(\alpha))$.

The following interesting result follows.

Lemma 1 (Canonical form) Consider a matrix $T$ in the form (4) for which the condition in Theorem 1 holds and let

$$|T| \equiv |\lambda E(\alpha) - A(\alpha)| = \sum_{i=0}^{n} e_i(\alpha) \lambda^{n-i}, \quad (e_0(\alpha) \text{ monic})$$

Then the matrix pencil $T$ is equivalent to the canonical form:

$$\overline{T} = \lambda S_E(\alpha) - F(\alpha)$$

(6)

where $S_E(\alpha)$ is the Smith form:

$$S_E(\alpha) = \begin{pmatrix} I_{n-1} & 0 \\ 0 & e_0(\alpha) \end{pmatrix}$$

and $F(\alpha)$ is the $n \times n$ companion matrix:

$$F(\alpha) = \begin{pmatrix} 0 & 1 & \cdots & 0 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \\ -e_n(\alpha) & -e_{n-1}(\alpha) & \cdots & -e_1(\alpha) \end{pmatrix}$$
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Abstract

In this paper we consider a mathematical model to describe glioma evolution. The model is established combining the viscoelastic behaviour of the brain tissue with a mass conservation law that takes into account the effect of chemotherapy. For the non Fickian model we establish an upper bound for the tumor mass that leads to a sufficient condition to control tumor growth. Based on the theoretical upper bound, protocol for chemotherapy treatment are proposed. Numerical experiments are included to illustrate the behaviour of the model as well as the efficiency of the presented protocols.
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1 Introduction

Gliomas are the most common type of brain tumors. They begin in the glial cells and thus diffuse and highly invade the brain tissue, often intermixing with normal brain tissue. Unfortunately, the prognosis for patients with gliomas is very poor. Median untreated survival time for high grade gliomas ranges from 6 months to 1 year and even lower grade gliomas can rarely be cured. Tumor cell transport and proliferation are the main contributors to the malignant dissemination [21]. Theorists and experimentalists believe that inefficiency of treatments results of the highly mobility capacity and high proliferation rates presented by glioma cells.

Research activity in the mathematical modelling of tumor growth has been very fruitful specially in solid tumors where the growth primarily comes from cellular proliferation. Glioma’s growth is characterized by proliferation (as solid tumors) but also by invasion of
A sufficient condition to control glioma growth

The recognition that tumor cells might spread outside the grossly visible mass, invading locally and metastasizing distantly, and that some cells die during the development process, lead to more complex mathematical concepts than those used in the original simple models for solid tumors ([8], [11], [12], [14], [18], [20], [21]).

The most popular model used to measure the glioma growth is characterized by an equation of type

\[
\frac{\partial c}{\partial t} = \nabla (D \nabla c) + f(c), \quad \text{in } \Omega \times (0, +\infty).
\]  

(1)

where \(\Omega \subset \mathbb{R}^n\), \(n = 1, 2, 3\), is the spatial domain of the glioma, \(c(x, t)\) denotes the tumor cell density at location \(x\) and time \(t\), \(f(c)\) denotes net proliferation of tumor cells, \(D\) represents the diffusion tensor and \(\nabla\) defines the spatial gradient operator (see [18]). The proliferation term \(f\) is assumed to be exponential, and so cell growth term is given by \(f(c) = \rho c\), where the net proliferation rate \(\rho\) is constant. Logistic and gompertzian growths are also possible choices for \(f\) but found to be unnecessary in the time frames considered for gliomas [14].

Equation (1) is established combining the mass conservation law

\[
\frac{\partial c}{\partial t} + \nabla J_F = f(c), \quad \text{in } \Omega \times (0, +\infty),
\]  

(2)

with the classical Fick’s law for the mass flux \(J_F\),

\[
J_F = -D \nabla c.
\]  

(3)

The partial differential equation (1) is of parabolic type and it is well known that if a sudden change on the cell concentration takes place somewhere in the space, it will be felt instantaneously everywhere. This means that Fickian approach gives rise to infinite speed of propagation which is not a physical property. To avoid this limitation of Fickian models an hyperbolic correction has been proposed in different contexts ([1], [2], [6], [7], [13], [16], and the references cited therein).

In this paper we consider a mathematical model to describe glioma growth of non-Fickian type that takes into account the viscoelastic behaviour of the brain tissue ([10], [15] and [17]). Following [2], [3], [4], [5] and [19], the viscoelastic behaviour of the brain tissue is included in the definition of the mass flux considering the effect of the stress exerted by the brain tissue on the tumor cells.

Chemotherapy is one of the most popular treatments used on gliomas. This therapy involves the use of drugs to disrupt the cell cycle and to block proliferation. The success of chemotherapy agents varies widely, depending on cell type and the type of drug being used. The effectiveness of a particular drug is dependent on the concentration of drug reaching the tumor, the duration of exposure and the sensitivity of the tumor cells to the drug.

Tracqui et al. [22] incorporated chemotherapy by introducing cell death as a loss term. If \(G(t)\) defines the time profile of the chemotherapy treatments then, assuming a loss pro-
portional to the amount of therapy at a given time, equation (1) is replaced by
\[
\frac{\partial c}{\partial t} = \nabla(D \nabla c) + f(c) - G(t)c, \quad \text{in } \Omega \times (0, +\infty),
\]
where
\[
G(t) = \begin{cases} k, & \text{when chemotherapy is being administered} \\ 0, & \text{otherwise}. \end{cases}
\]
Here \(k\) describes the rate of cell death due to exposure to the drug. If \(f(c) = \rho c\), for a tumor to decrease in size during chemotherapy, \(k\) must be larger than the growth rate \(\rho\) of the cell population. The main question is to define \(k\) and the periods of chemotherapy applications that lead to control the glioma mass.

The mathematical model that we consider is defined in a simple geometry. To apply the modeling approach to specific patients, a more realistic look at the brain geometry and structure was necessary. In [20] Swanson et al. introduced the complex geometry of the brain and allowed diffusion to be a function of the spatial variable \(x\) to reflect the observation that glioma cells exhibit higher motility in the white matter than in grey matter ([11]).

The paper is organized as follow. In Section 2 we present a class of non Fickian models that describe the space and time evolution of glioma cells constructed combining the diffusion process with the viscoelastic properties of the brain tissue. In Section 3 we study the behaviour of the glioma mass and we establish sufficient conditions on the parameters of the model that lead to control glioma growth. These sufficient conditions allow us to define the standard bang-bang chemotherapy protocol. In Section 4 we present numerical experiments that illustrate the effect of several protocols. Finally, in Section 5 we include some conclusions.

## 2 A viscoelastic model

In this section we present the mathematical model that will be considered in this work. Following [2], [3], [4], [5] and [19], if a diffusion process occurs in a medium that has a viscoelastic behaviour then this behaviour should be included in the mass flux. This fact means that the mass flux \(J\) admits the representation
\[
J = J_F + J_{nF},
\]
where the Fickian flux \(J_F\) is given by (3) and the non Fickian mass flux \(J_{nF}\) is defined by
\[
J_{nF}(t) = -D_v \nabla \sigma(t),
\]
where \(\sigma\) represents the stress exerted by the brain tissue on the tumor cells.
We will assume that the viscoelastic behaviour of the brain tissue is described by
\[
\frac{\partial \sigma}{\partial t} + \beta \sigma = \alpha_1 \epsilon + \alpha_2 \frac{\partial \epsilon}{\partial t},
\] (8)
where \( \epsilon \) stands for the strain. Equation (8) is based on a mechanistic model which is represented by a spring (restorative force component) and a dashpot (damping component) in parallel connected with a free spring. In (8) the viscoelastic characteristic time \( \beta \) is given by \( \beta = \frac{E_0 + E_1}{\mu_1} \), and \( \alpha_1 = \frac{E_0 E_1}{\mu_1} \), \( \alpha_2 = E_0 \), where \( E_1 \) is the Young modulus of the spring element, \( \mu_1 \) represents the viscosity and \( E_0 \) stands for the Young modulus of the free spring (see for instance [10], [15] and [17]).

Equation (8) leads to the following expression for \( \sigma \)
\[
\sigma(t) = \int_0^t e^{-\beta(t-s)} (\alpha_1 \epsilon(s) + \alpha_2 \frac{\partial \epsilon}{\partial t}(s)) ds + e^{-\beta t} \sigma(0).
\] (9)
If we assume that the strain \( \epsilon \) satisfies \( \epsilon = \lambda c \) where \( \lambda \) is a positive constant (see [2], [3], [4] and [5]) from (9) we obtain
\[
\sigma(t) = \lambda \int_0^t e^{-\beta(t-s)} (\alpha_1 c(s) + \alpha_2 \frac{\partial c}{\partial t}(s)) ds + e^{-\beta t} \sigma(0).
\] (10)
Mass conservation equation (2) with \( J_F \) replaced by \( J \), given by (6), leads to the integro-differential equation
\[
\frac{\partial c}{\partial t} = \nabla (D^* \nabla c) + \int_0^t k_{er}(t-s) \nabla (D_v^* \nabla c(s)) + f(c), \text{ in } \Omega \times (0, +\infty),
\] (11)
where \( D^* = D + \lambda \alpha_2 D_v \), \( D_v^* = \lambda (\alpha_1 + \alpha_2) D_v \) and \( k_{er}(t) = e^{-\beta t} \).

To establish a mathematical model to describe the evolution in time and space of the glioma cells some medical information is needed. According to [8] and [9] the following assumptions are assumed in our model:

- glioma cells are of two phenotypes: proliferative (state 1) and migratory (state 2);
- in state 1 cells randomly move but there is no cell fission;
- in state 2 cells do not migrate and only proliferation takes place, with rate \( \rho \);
- a cell of type 1 remains in state 1 during a time period and then switches to a cell of type 2;
- \( \beta_1 \) is the switching rate from state 1 to state 2;
- a cell of type 2 remains in state 2 during a time period and then switches to a cell of type 1;
- $\beta_2$ is the switching rate from state 2 to state 1.

Let $u(x, t)$ and $v(x, t)$ be the densities of migratory and proliferation cells at position $x$ and time $t$, respectively. The dynamics of glioma cells in $\Omega \times (0, T]$ is then described by (11), where we have dropped the asterisk in $D^*$ and $D_v^*$, completed with an equation that describes the dynamic of proliferation cells

$$
\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t \kappa_{\text{er}}(t-s)\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v,
\end{aligned}
$$

where $D$ and $D_v$ denote square matrices of order $n$, $\beta_1$ is the switching rate from migratory phenotype to proliferative phenotype and $\beta_2$ is the switching rate from proliferative phenotype to migratory phenotype.

If chemotherapy is applied and $G(t)$ defines the time profile of the chemotherapy treatments then, assuming a loss proportional to the amount of therapy at a given time, system (12) is replaced by

$$
\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t e^{-\beta(t-s)}\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v - G(t)u, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v - G(t)v,
\end{aligned}
$$

where $G(t)$ is defined by (5).

System (13) is completed with initial conditions

$$
u(0) = u_0, \quad v(0) = v_0 \text{ in } \Omega,$$

and boundary conditions

$$u(t) = v(t) = 0 \text{ on } \partial \Omega,$$

where $\partial \Omega$ denotes the boundary for $\Omega$. Condition (15) means that glioma is located inside the brain and cancer cells do not attain pia mater.

### 3 Control of glioma growth

We will assume that $D = [d_{ij}]$ and $D_v = [d_{v,ij}]$ are diagonal matrices such that

$$0 < \alpha_e \leq d_{ii}, d_{v,ii} \leq \alpha_b \text{ in } \Omega, \quad i = 1, \ldots, n.$$

Let $M_1(t)$ be the natural total mass of tumor cells in $\Omega$,

$$M_1(t) = \int_\Omega (u(t) + v(t)) \, d\Omega$$

$$\begin{aligned}
J. R. Branco, J. A. Ferreira, P. Oliveira

- $\beta_2$ is the switching rate from state 2 to state 1.

Let $u(x, t)$ and $v(x, t)$ be the densities of migratory and proliferation cells at position $x$ and time $t$, respectively. The dynamics of glioma cells in $\Omega \times (0, T]$ is then described by (11), where we have dropped the asterisk in $D^*$ and $D_v^*$, completed with an equation that describes the dynamic of proliferation cells

$$\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t \kappa_{\text{er}}(t-s)\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v,
\end{aligned}
$$

where $D$ and $D_v$ denote square matrices of order $n$, $\beta_1$ is the switching rate from migratory phenotype to proliferative phenotype and $\beta_2$ is the switching rate from proliferative phenotype to migratory phenotype.

If chemotherapy is applied and $G(t)$ defines the time profile of the chemotherapy treatments then, assuming a loss proportional to the amount of therapy at a given time, system (12) is replaced by

$$\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t e^{-\beta(t-s)}\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v - G(t)u, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v - G(t)v,
\end{aligned}
$$

where $G(t)$ is defined by (5).

System (13) is completed with initial conditions

$$u(0) = u_0, \quad v(0) = v_0 \text{ in } \Omega,$$

and boundary conditions

$$u(t) = v(t) = 0 \text{ on } \partial \Omega,$$

where $\partial \Omega$ denotes the boundary for $\Omega$. Condition (15) means that glioma is located inside the brain and cancer cells do not attain pia mater.

### 3 Control of glioma growth

We will assume that $D = [d_{ij}]$ and $D_v = [d_{v,ij}]$ are diagonal matrices such that

$$0 < \alpha_e \leq d_{ii}, d_{v,ii} \leq \alpha_b \text{ in } \Omega, \quad i = 1, \ldots, n.$$

Let $M_1(t)$ be the natural total mass of tumor cells in $\Omega$,

$$M_1(t) = \int_\Omega (u(t) + v(t)) \, d\Omega$$

$$\begin{aligned}
J. R. Branco, J. A. Ferreira, P. Oliveira

- $\beta_2$ is the switching rate from state 2 to state 1.

Let $u(x, t)$ and $v(x, t)$ be the densities of migratory and proliferation cells at position $x$ and time $t$, respectively. The dynamics of glioma cells in $\Omega \times (0, T]$ is then described by (11), where we have dropped the asterisk in $D^*$ and $D_v^*$, completed with an equation that describes the dynamic of proliferation cells

$$\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t \kappa_{\text{er}}(t-s)\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v,
\end{aligned}
$$

where $D$ and $D_v$ denote square matrices of order $n$, $\beta_1$ is the switching rate from migratory phenotype to proliferative phenotype and $\beta_2$ is the switching rate from proliferative phenotype to migratory phenotype.

If chemotherapy is applied and $G(t)$ defines the time profile of the chemotherapy treatments then, assuming a loss proportional to the amount of therapy at a given time, system (12) is replaced by

$$\begin{aligned}
\frac{\partial u}{\partial t} &= \nabla (D \nabla u) + \int_0^t e^{-\beta(t-s)}\nabla (D_v \nabla u(s)) - \beta_1 u + \beta_2 v - G(t)u, \\
\frac{\partial v}{\partial t} &= \rho v + \beta_1 u - \beta_2 v - G(t)v,
\end{aligned}
$$

where $G(t)$ is defined by (5).

System (13) is completed with initial conditions

$$u(0) = u_0, \quad v(0) = v_0 \text{ in } \Omega,$$

and boundary conditions

$$u(t) = v(t) = 0 \text{ on } \partial \Omega,$$

where $\partial \Omega$ denotes the boundary for $\Omega$. Condition (15) means that glioma is located inside the brain and cancer cells do not attain pia mater.
and $\mathcal{M}_2(t)$ be an artificial mass of tumor cells, defined by the accumulated energy

$$\mathcal{M}_2(t) = \|u(t)\|^2 + \|v(t)\|^2,$$

(18)

where $\|\cdot\|$ denotes the usual $L^2$ norm which is induced by the usual $L^2$ inner product $(\cdot, \cdot)$. For mathematical reasons we will study the behaviour of the artificial mass of tumor cells $\mathcal{M}_2(t)$, hoping to control the natural total mass $\mathcal{M}_1(t)$.

We have

$$\frac{1}{2} \mathcal{M}_2'(t) = \int_\Omega \left( \frac{\partial u}{\partial t}(t) u(t) + \frac{\partial v}{\partial t}(t) v(t) \right) d\Omega.$$

From (13) and taking into account the boundary conditions (15) we deduce

$$\frac{1}{2} \mathcal{M}_2'(t) = -\|\sqrt{D} \nabla u(t)\|^2 - \left( \int_0^t e^{-\beta(t-s)} D_v \nabla u(s) \, ds, \nabla u(t) \right) + (\rho - \beta_2 - G(t)) \|v(t)\|^2 + (\beta_1 + \beta_2)(u(t), v(t)),$$

(19)

where $\sqrt{D} = [\sqrt{d_{ii}}]$. As

$$\left( \int_0^t e^{-\beta(t-s)} D_v \nabla u(s) \, ds, \nabla u(t) \right) = \frac{1}{2} d \int_0^t e^{-\beta(t-s)} \sqrt{D_v} \nabla u(s) \, ds\|2 + \beta \| \int_0^t e^{-\beta(t-s)} \sqrt{D_v} \nabla u(s) \, ds\|2,$$

and

$$\alpha_e \|v\|^2 \leq C_{\Omega}^2 \|\sqrt{D} \nabla v\|^2, \quad v \in H_0^1(\Omega),$$

(20)

then from (19) we get

$$\frac{d}{dt} \left( \mathcal{M}_2(t) + \int_0^t e^{-\beta(t-s)} D_v \nabla u(s) \, ds\|2 \right) \leq -2\beta \| \int_0^t e^{-\beta(t-s)} \sqrt{D_v} \nabla u(s) \, ds\|^2 + 2 \max \left\{ \frac{\beta_2 - \beta_1}{2} - \frac{\alpha_e}{C_{\Omega}^2} - G(t), \frac{\beta_1 - \beta_2}{2} + \rho - G(t) \right\} \mathcal{M}_2(t).$$

(21)

If

$$\frac{\beta_1 - \beta_2}{2} + \rho > \frac{\beta_2 - \beta_1}{2} - \frac{\alpha_e}{C_{\Omega}^2}$$

(22)

and

$$\frac{\beta_2 - \beta_1}{2} - \frac{\alpha_e}{C_{\Omega}^2} - G(t) > -\beta,$$

(23)

then equation (21) leads to

$$\mathcal{M}_2(t) \leq e^{2 \left( \frac{\beta_1 - \beta_2}{2} + \rho \right) t - \int_0^t G(s) \, ds} \mathcal{M}_2(0).$$

(24)
As \( \frac{\alpha_e}{C_2^\Omega} \) is a constant arising from mathematical analysis, conditions (22), (23) can be replaced by

\[ \beta_1 - \beta_2 + \rho > 0 \]

and

\[ \beta_1 - \beta_2 < 2(\beta - G(t)), \]

respectively. Avoiding such constant, these last conditions assume a biological meaning. To conclude that the artificial mass \( M_2(t) \) is bounded by \( M_2(0) \), we need to combine conditions (22), (23) with

\[ \frac{\beta_1 - \beta_2}{2} + \rho < \int_0^t G(s) \, ds. \] (25)

Condition (25) means that density of proliferation cells at time \( t \), that is density of cells originated by cells of this type and cells that comes from state 1 and remains in state 2, is less than the total amount of death cells until time \( t \) due to chemotherapy effect.

From Schwarz inequality we have

\[ M_1(t) \leq \sqrt{|\Omega|} \left( \|u(t)\| + \|v(t)\| \right). \] (26)

If we assume that \( \sqrt{|\Omega|} \leq \|u(t)\| \) and \( \sqrt{|\Omega|} \leq \|v(t)\| \), then we conclude that the upper bound (24) for \( M_2(t) \) is also an upper bound for the mass \( M_1(t) \). We note that inequality (26) has pure mathematical character and it is not obviously that it has a medical translation. However for the different simulations that we carried on, inequality (26) was verified and consequently we can use condition (25) to control tumoral mass.

When chemotherapy is applied, condition (25) can be used to determine an effective dosage that induces a rate \( k \) of cell death due to the exposure to the drug that allows to control the total tumor mass, provided that condition (22) holds. Obviously the value of \( k \) depends of the protocol of chemotherapy. The typical bang-bang protocol corresponds to treatment which alternate maximum doses of chemotherapy with rest periods when no drug is administered, as defined by (5) and illustrated in Figure 1.

![Chemotherapy protocol](image)

Figure 1: Chemotherapy protocol.

4 Numerical simulation

In this section we present some numerical results illustrating the behaviour of the glioma cells defined by (13). The numerical results were obtained using a standard numerical
method defined combining the explicit Euler methods with second order centered difference operators and a rectangular rule to discretize the spatial derivatives and the time integral, respectively. We consider a homogeneous square domain \( \Omega = [0, 15 \text{ cm}] \times [0, 15 \text{ cm}] \), diffusion coefficients \( d_{11} = d_{22} = d_{v,11} = d_{v,22} = 0.025 \text{ cm}^2/\text{day} \), growth rate \( \rho = 0.05/\text{day} \), switching parameters \( \beta_1 = 10^{-6}/\text{day} \) and \( \beta_2 = 0.036/\text{day} \), kernel such that \( \beta = 1 \) and initial condition defined by \( 10^6 \) proliferation tumor cells at middle square \([7, 8] \times [7, 8]\).

In Figure 2 we plot the numerical solutions at day 33 for an virtual untreated patient \( (G(t) = 0) \). We observe a decreasing on the highest values of the tumor cells concentration at initial times followed by an increase and very intense spreading of cells. The contour plots allow us to observe high gradients on the core of the tumor, defined by the proliferation cells, and that the migration cells are already quite far from the core!

![Figure 2: Numerical results at day 33, obtained with 2D model (13) for \( k = 0/\text{day} \).](image)

Let us consider now that the chemotherapy treatment defined by (5) is applied with a protocol as illustrated in Figure 1. Condition (25) is used to compute an effective drug that lead to control the total tumor mass. We consider a 24h dosage and different rest periods. In Table 1 we show the minimum value of \( k \) allowed by condition (25), for a virtual patient as defined in the beginning of this section. Here \( \alpha_c = 0.025 \text{ cm}^2/\text{day} \) and \( C_{\Omega} = \frac{1}{\sqrt{2}} \).

<table>
<thead>
<tr>
<th>Protocol</th>
<th>( k_{\text{min}} [/\text{day}] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>each 2 days</td>
<td>0.064</td>
</tr>
<tr>
<td>each 7 days</td>
<td>0.224</td>
</tr>
<tr>
<td>each 14 days</td>
<td>0.448</td>
</tr>
</tbody>
</table>

Table 1: \( k_{\text{min}} \) as (25), for a protocol of 24 consecutive hours of chemotherapy.
In Figure 3 we plot the cell distribution at day 33, when a protocol of chemotherapy of 24h is administered at days 5, 19 and 33 using $k = 0.5/\text{day}$. We observe that glioma mass at day 33 is less than its mass at day 4 (the day before the first administration of the chemotherapy).

![Figure 3: Numerical results at day 33, obtained with 2D model (13) for $k = 0.5/\text{day}$.](image)

Finally, in Figure 4 we compare glioma masses of the virtual patient when no chemotherapy is administered and the results of the administration of 3 different chemotherapy protocols. The difference between the protocols is the rest period and the values of $k$ were computed using condition (25). We observe that for all protocols glioma masses are less than the glioma mass at day 4 (the day before the first administration of the protocol). The results presented in this figure shows the effectiveness of the our approach to define chemotherapy protocols.

![Figure 4: Glioma masses $M_1(t)$.](image)
5 Conclusions

In this paper we studied a mathematical model to describe the evolution of glioma cells when chemotherapy is applied. The model was established combining a mass conservation with a non Fickian mass flux that takes into account the viscoelastic behaviour of the brain tissue described by the Voigt-Kelvin model.

Using the energy method we deduced an estimate for the glioma mass $M_2(t)$, defined using $L^2$ norm. This estimate allowed us to define a sufficient condition on the parameters of the model that leads to the control of $M_2(t)$, more precisely, to guarantee that $M_2(t) < M_2(0)$. Such condition was then used to define chemotherapy protocols. Numerical experiments illustrating the behaviour of the glioma mass under the conditions deduced for the chemotherapy protocols are also included. The results obtained suggest our approach is a promising one. Future work will address the comparison of the model with existing medical protocols.
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Abstract

Based on a deterministic model of population growth with Allee effects, we propose a general stochastic model that incorporates environmental random fluctuations in the growth process. We study the model properties, existence and uniqueness of solution and the stationary behavior. We also obtain expressions for the first passage times, in particular, the mean and standard deviation of extinction times for the population.
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1 Introduction

Warder Clyde Allee (1885/1955) was an American zoologist and ecologist who taught animal ecology. The Allee effects were first described by Allee and colleagues in 1949, as we can see in [2]. There are two kinds of Allee effects, strong Allee effects and weak Allee effects. When a population has a ”critical size or density” below which the population decreases on average and above which it increases on average, it is called a strong Allee effect. On the other hand, when a population does not exhibit a ”critical size or density” but at low densities the population growth rate increases with increasing density, we say there is a weak Allee effect. Allee effects show up in many wildlife populations, particularly when low population size hinders the efficacy of collective defensive behavior from predators or results in individuals being far apart, which makes it difficult to find mating partners.

We introduce a quite general deterministic model of population growth with strong Allee effect, particular cases of which can be seen in [6], [8], [10] or [1]. The stochastic model we propose is based on this deterministic model with an added term to account for the effect of environmental fluctuations on the growth rate. Other stochastic Allee
effects models have been proposed in [7] and [9] but they consider the effect of demographic stochasticity (stochasticity due to sampling variations in births and deaths in an unchanging environment). The model proposed here is important to understand the consequences of environmental variability affecting the growth rate. We study the properties of the proposed stochastic model.

We also characterize the time the population takes to reach a given size for the first time. In particular, we study the extinction time for the population.

2 Model

Let $X = X(t)$ be the population size at time $t > 0$ and $L$ a positive constant. We propose as a general model with strong Allee effects that the per capita growth rate be of the form

$$\frac{1}{X} \frac{dX}{dt} = f(X),$$  \hspace{1cm} (1)

where $f(X)$ is a real $C^1$ function defined for $X > 0$ such that $-\infty < f(0^+) < 0 < f(L)$, $f(\infty) < 0$ and, strictly, $f(X)$ increases for $X < L$ and decreases for $X > L$. We assume that the initial size $X(0) = x$ is known.

In [3] we can find such models with no Allee effects, in particular the classical logistic model, corresponding to $f(X) = r \left(1 - \frac{X}{K}\right)$, with intrinsic growth rate $r > 0$ and carrying capacity of the environment $K > 0$. A model of population growth with strong Allee effects similar to the logistic models is $f(X) = r \left(1 - \frac{X}{K}\right) \left(\frac{X}{E} - 1\right)$, with $0 < E < K$ (see, for instance, [6]). An Allee limit $E$, with $0 < E < L < K$ such that $f(E) = 0$, is incorporated such that the per capita population growth is negative below $E$.

In a randomly fluctuating environment, the per capita growth rate varies randomly and expression (1) should now be interpreted as describing its average behavior and, since growth is a multiplicative type process, the geometric average is the appropriate one to consider. We then need to add the effect of environmental fluctuations on the per capita growth rate, which we assume to be of the white noise type, of the form $\sigma \epsilon(t)$, where $\epsilon(t)$ is a standard continuous-time white noise and $\sigma > 0$ is the noise intensity, assumed to be constant and independent of population size. Therefore, assuming expression (1) represents the geometric average growth rate, it can be seen in [5] that the appropriate stochastic calculus to use is the Stratonovich calculus, and so we shall use it here. We obtain the stochastic differential equation (SDE)

$$\frac{1}{X} \frac{dX}{dt} = f(X) + \sigma \epsilon(t),$$  \hspace{1cm} (2)

with $X(0) = x$ known.

The solution $X(t)$ exists and is unique up to an explosion time. We can show that there is no explosion and therefore, the solution exists and is unique for all $t \geq 0$. The solution
$X(t)$ is a homogeneous diffusion process with drift coefficient $a(x) = x(f(x) + \frac{x^2}{2})$ and diffusion coefficient $b^2(x) = \sigma^2 x^2$. Let us define, in the interior of the state space, the scale and speed measures of $X(t)$. The scale density is

$$s(y) := \exp \left( -\int_y^\infty \frac{2a(\theta)}{b^2(\theta)} d\theta \right) = \frac{n}{y} \exp \left( -\frac{2}{\sigma^2} \int_y^\infty \frac{f(\theta)}{\theta} d\theta \right)$$

(3)

and the speed density is

$$m(y) := \frac{1}{b^2(y)s(y)} = \frac{1}{n\sigma^2 y} \exp \left( \frac{2}{\sigma^2} \int_y^\infty \frac{f(\theta)}{\theta} d\theta \right),$$

(4)

where $n$ is an arbitrary (but fixed) point in the interior of the state space and $C > 0$ is a constant. The corresponding "distribution" functions are $S(z) = \int_c^z s(y) dy$ and $M(z) = \int_c^z m(y) dy$, the scale function and speed function, respectively, where $c$ is an arbitrary (but fixed) point in the interior of the state space. The scale measure is define by $S(a, b) = S(b) - S(a)$ and the speed measure is by $M(a, b) = M(b) - M(a)$.

The state space has boundaries $X = 0$ and $X = +\infty$. One can see that $X = 0$ is attracting but unattainable, so there is no $t$ such that $X(t) = 0$; however, it may happen that $X(t) \to 0$ when $t \to +\infty$ and so "mathematical" extinction can occur. One can see that $X = +\infty$ is non-attracting and, therefore, explosions cannot occur.

Contrary to the deterministic model (1), the stochastic model (2) does not have an equilibrium point, but it may exist an equilibrium probability distribution for the population size, called the stationary distribution, with a probability density function $p(y)$, known as stationary density. The stationary density $p(y)$, when it exists, must satisfy the Kolmogorov forward equation

$$\frac{da(y)p(y)}{dy} - \frac{1}{2} \frac{d^2(b^2(y)p(y))}{dy^2} = 0,$$

(5)

We can show that every non-negative solution is not integrable $\int_0^{+\infty} p(y) dy = +\infty$ and, consequently, contrary to the corresponding stochastic model without Allee effects, there is no stationary density.

In fact, "mathematical" extinction does occur, since $X(t) \to 0$ when $t \to +\infty$, due to the attractiveness of 0 and non-attractiveness of $+\infty$. But we prefer to use the concept of "realistic" extinction, meaning the population dropping below an extinction threshold $q > 0$ (for example, $q = 1$). We are interested in the extinction time, i.e. the time $T_q = \inf \{ t > 0 : X(t) = q \}$ required for the population to reach the extinction threshold for the first time. Assuming $0 < q < x < +\infty$, we can write (see, for instance, [4]) expressions for the n-th order moment of $T_q$:

$$M_q^{(n)}(x) = E[(T_q)^n | X(0) = x] = 2 \int_q^x s(\zeta) \int_{\zeta}^{+\infty} n M_q^{(n-1)}(\theta)m(\theta) d\theta d\zeta.$$  

(6)

Since $M_q^{(0)}(x) = 1$, one can iteratively obtain the moments of any arbitrary order of $T_q$ and, of course, also the mean and the variance.
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Abstract

The Two-Stage forest fire spread prediction methodology was developed to enhance forest fire evolution forecast by tackling the uncertainty of certain environmental conditions. There are parameters, such as wind, that present a variation along terrain and time. In such cases, it is necessary to develop multi-model prediction schemes that integrate forest fire propagation models and complementary models, such as meteorological forecast and wind field models. This multi-model approach should improve the accuracy of the predictions, but introducing an overhead in the execution time. In this paper, different multi-model approaches are discussed and the results show that the propagation prediction is improved. The overhead introduced by the complementary models can be overlapped with the data observations so the final prediction time is not increased significantly.

\textit{Key words:} HPC, forest fire, prediction, multi-core, efficiency, multi-model.

1 Introduction

Forest fires is a worrisome hazard that every year causes important losses around the world. For that reason, there has been a great research activity in this field during the last decades, in order to develop models which try to represent and predict the behavior of such hazard \cite{1}\cite{2}. Forest fire spread simulators \cite{3}\cite{4} require a set of input parameters describing the environmental conditions, the initial fire front, the topography of the terrain and the vegetation. However, this input data far from being easy to obtain, it arises as one of the main problems to tackle. Topographical data is the most reliable input of a simulator, however, the remaining parameters suffer from different degrees of uncertainty ranging from...
the total ignorance to very low resolution. For that reason, prediction schemes based on executions of hundreds or even thousands of fire scenarios (different simulator input configurations) with the aim of filling the gap of uncertainty have been proposed [5]. Two-Stage Prediction strategy [6] is a prediction scheme, which performs a forest fire prediction by previously executing a Calibration stage which involves the most sensitive parameters such as environmental conditions. In this Calibration stage, the actual evolution of the forest fire is observed and a Genetic Algorithm (GA) is carried out to determine the set of parameters that best reproduces the recent evolution of the fire. This set of values is then used as input parameters in the Prediction stage. As it is well stated, using a GA as a tuning strategy will imply a cost in terms of execution time, depending on the time spent for evaluating each individual. In our case, one individual implies running once FARSITE (the underlying forest fire spread simulator) and, since one single fire spread simulation can last from seconds to almost one hour, the time incurred in providing a useful prediction could become prohibitive. Furthermore, the original Two-Stage prediction scheme suffers from two main handicaps. This scheme considers an uniform distribution of the parameters along the whole terrain and it does not consider prognostic models to enable dynamic parameters changes through time. Both restrictions have a direct impact in the quality of the prediction results [4][7]. Thus, the original scheme was modified to be a multi-model prediction framework where different complementary models were easy to couple, in order to reduce that negative impact. Therefore, we focus on the meteorological conditions and, in particular, in the wind components, since these are the parameters that most affect fire spread [8]. In order to consider the meteorological wind modifications due to the topography, a wind field model must be introduced to obtain the effective wind at the required level of detail. On the other hand, to enable the two-stage prediction scheme the capacity of reacting to sudden changes in environmental conditions, it becomes mandatory to fit into the prediction scheme, environmental data coming from prognostic models such as weather forecasting models. Both prognostic models and wind field models are computationally expensive. So, any approach to couple those models into a system (Two-Stage prediction scheme in our case) will need to carefully analyze the implications in the total execution time and resources needed. When we deal with natural hazards such as forest fires, any fire spread prediction must be delivered faster than real time fire evolution to be useful. In this paper, we propose a multi-model prediction framework for forest fire spread prediction. This framework involves different models such as forest fire spread model, wind field model and a meteorological model. Due to the computational needs required for this framework, we rely on High Performance Computing (HPC). Furthermore, since predicting the evolution of forest fires implies working under very tight real time constraints, we also analyzed how to use the available computing resources in the most efficient way without loosing prediction quality.

In the next section, the proposed multi-model prediction framework is discussed. In sec-
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tion 3 the characteristics of the experiment performed and the execution platform used are introduced. In section 4, a study of the prediction quality provided when different complementary models are included into the framework is performed. The execution time and efficiency of each approach is studied in section 5 and, finally the main conclusions of this work are reported in section 6.

2 Multi-model forest fire propagation prediction framework

In the above mentioned Two-Stage prediction scheme, the calibrated input parameter set is determined applying a GA. A random population of individuals, each one representing a scenario, is generated. Each individual is simulated and the fire propagation obtained is compared to the real fire propagation. According to the quality of the prediction, the individuals are ranked and the genetic operators are applied to generate the new population. The process is repeated a certain number of iterations and the best individual at the end of the process is selected to run the prediction for the next time interval. The GA fits very well in the Master/Worker paradigm. The Master process generates the initial random population. Then, it distributes the individuals to the Worker processes that can be executed independently on different cores. Each core in the platform can run a Worker process. So, the maximum number of Worker processes is limited to the number of available cores in the platform. If the population is larger than the number of cores, then some individuals must be executed sequentially. Once the Workers have executed the FARSITE simulation corresponding to its individual, they evaluate the error compared to the actual fire propagation using the symmetric difference among the real and simulated burned area. The error obtained is returned to the Master process that ranks the individuals and applies the genetic operators to generate the next population. This process is repeated for a fixed number of iterations. This scheme has been called Two-Stage basic prediction methodology (2ST-BASIC prediction) and it is shown in figure 1(a). In this scheme, if there are enough available cores, the execution time of each iteration is limited by the execution time of the scenario whose simulation lasts longer. The quality of the calibration depends on the available elapsed time to provide the propagation prediction and the number of individuals on each iteration, but it must be considered that in these emergency situations, response time is a critical issue [9]. For the previous studies [10] it was stated that 5 iterations usually provide a successful calibration.

2.1 Coupling Wind Field Model to 2ST-BASIC (2ST-WF)

As it has been mentioned above, some parameters present a spatial and temporal distribution which makes the calibration process more difficult since only an average value for the parameter along map and time can be selected. One of such parameters is wind. The
wind can be measured by meteorological stations, but the value measured in one meteorological station is a measure in a single point, but in other points of the terrain the value (speed and direction) of the wind can be others due to the orography of the terrain. So, it is necessary to introduce some complementary model that calculates the wind speed and direction in any point of the terrain given a meteorological wind. The selected wind field model is WindNinja [7] because it has a direct connection to FARSITE. In this scheme, each worker process receives the parameters representing one particular scenario and then, it is necessary to run the WindNinja wind modeler and afterwards the FARSITE fire propagation simulator. This approach is more realistic but the computational time required by WindNinja is quite large. The execution time of the WindNinja modeler depends on the map size and topography, but usually it takes around some minutes on a single core. This pipelined worker scheme is depicted in figure 1(b).

2.2 Coupling Meteorological Model to 2ST-BASIC (2ST-MM)

It is well known that wind can change suddenly in speed and direction. During the calibration stage, it is feasible to receive information from meteorological stations frequently (every 30 minutes or even more frequently). In this case, the wind speed and direction do not need to be calibrated since they are received from direct measurements. However, during the prediction stage such values are not available beforehand. So, it is necessary to introduce a meteorological model that can provide the expected values for the meteorological wind speed and direction. This values can be used during the prediction stage [11]. In this work, we assume that meteorological predictions are available from a meteorological service, so, it is not necessary to compute the meteorological forecast on the fire spread prediction platform. It implies that the computational cost of the 2ST-BASIC forest fire propagation prediction (see figure 1(c)) is not increased.

2.3 Complete Multi-model forest fire propagation scheme (2ST-WF-MM)

Next step is integrating all the mentioned models on a multi-model forest fire propagation framework (figure 1(d)). In this case, the meteorological wind speed and direction are not calibrated, but they are provided by meteorological model and then introduced to the wind field model to provide the wind field. In this case, the meteorological measures and the meteorological predictions are known before the prediction stage starts and, therefore, the wind field corresponding to each time interval can also be computed beforehand.

3 Experiment design

For the experimental part of this work, we chose a relevant area in Catalonia (north-east of Spain) as the landscape to be simulated. In particular, we concentrated on the north-east
cape (El Cap de Creus) with an approximate real extension of 900 square kilometers. In order to evaluate all proposed schemes, we created a reference fire that lasts 12 hours. The components of the global meteorological wind (wind speed and wind direction) vary every 30 minutes including significant variations between stages. The resulting fire evolution is stored and used as a real fire evolution, and the input settings that were used to generate this propagation are dismissed. Although this, for this test case, the meteorological data has been generated in a synthetic way. We have already evaluated the viability to obtain in real time this information from the corresponding local weather forecast service (Servei Metereologic de Catalunya) [12][13]. This information involves both kind of data needed, real observations provided by meteorological weather stations and forecasted data delivered by the WRF (Weather Research and Forecasting) model. The time window selected for the Calibration and Prediction stages was chosen taking into account the time period needed to gather useful information from weather forecast services and satellite sensor systems. In the former case, the typical time-step of coarse scale weather forecast models ranges from 3 to 6 hours, what determines the frequency of delivered data. On the later case, we should consider the time interval required for receiving fire front images that could properly be
used in that multi-model prediction framework. To obtain such a perimeter information, we rely on sensors systems which are on board both the NASA’s Terra and Aqua satellites. It is necessary for each satellite to complete 3 orbits (approximately 3 hours) to cover the whole Europe area, so it could be possible to obtain fire perimeters every 3-6 hours [14]. Consequently, the time window selected for the Calibration stage and the Prediction stage, in this test case, has been 6 hours each. Therefore, we had 12 hours to execute the whole prediction scheme independently on the multi-model scheme selected. Since the Calibration strategy implements a GA, we perform the experiment for different population sizes such as 25, 50 and 100 individuals in order to analyze the influence of this parameter on the results in terms of quality, execution time and efficiency. The GA has been iterated 5 times and, for each initial population size, we have performed 5 different experiments with different initial population. Thus, the results reported in the following sections are the mean values of those 5 experiments.

Finally, the execution platform used for all the results reported in the following sections is an IBM cluster x3650 composed of 32 nodes with two Dual-Core Intel(R) Xeon(R) CPU 5150 2.66GHz and 12 GB Fully Buffered DIMM 667 MHz each.

4 Quality analysis

The schemes described in section 2 incorporate a GA that iteratively improves the quality of the calibration. So, it is necessary to analyze the convergence of the GA and the influence of other parameters such as the population size in the quality delivered of every multi-model scheme. Figure 2 summarizes the evolution of the error at each generation for all the 4 schemes. It can be observed that the schemes which incorporate the meteorological model (2ST-MM and 2ST-MM-WF) do not require a significant number of generations to achieve an almost stable calibration error. The main reason of this behavior is that, in these cases, the wind is not a parameter to be calibrated, but it is a measured or forecasted parameter. Therefore, the calibration process is easier since the wind speed and direction are very relevant parameters that must be calibrated carefully. In this cases, the population size does not appear to be a relevant factor since the errors are very similar. The schemes that do not incorporate meteorological model (2ST-BASIC and 2ST-WF) must calibrate the meteorological wind value and, therefore, the calibration process requires more iterations. In this schemes, the population size is a relevant factor since larger populations provide better calibration results. It is also worthy observing that the schemes that incorporate the wind field model (2ST-WF and 2ST-MM-WF)) provide better results than those that use a general value for the whole terrain. It means that the wind field model is an added value to the prediction process. The calibration process is very significant, but finally the most relevant result is the prediction error. Figure 3(a) shows the errors obtained at the end of the calibration process and the corresponding prediction errors. The same information is
depicted in figures 3(b) where a visualization of the delivered predicted fire front evolution for each multi-model scheme is plotted. As we can observe, the multi-model scheme that provides better results both in the Calibration stage as in the Prediction stage, is the 2ST-MM-WF as it was expected. Let’s analyze the results scheme by scheme in more detail.

The 2ST-BASIC is the scheme that delivers worst results both in prediction and calibration errors. This scheme needs to perform all the iterations of the GA to reduce the prediction results but, even iterating until the preset number of generations, it is not able to adapt to changes in the meteorological conditions such as wind parameters. The initial population size could slightly reduce this penalty but, in general terms, this effect is independent on the number of the GA’s individuals. When observing the results provided by the 2ST-WF, we detected a quality improvement in the Calibration stage. This enhancement is due to, not only the inclusion of the wind field evaluation for each particular individual, but also to the ability of calibrating the general wind components. This ability enables the system to better adjust the wind parameters to reproduce more precisely the recent past behavior of the fire. However, this enhancement is not extrapolated to the Prediction stage. As we can observe, the prediction error drastically increases despite having a good calibration error. The main reason of this is that wind values do not keep quite constant from Calibration stage to Prediction stage. Thus, 2ST-WF scheme is not able to adapt to meteorological changes, if those changes happens during the Prediction interval. As it is was reported in section 2, to overcame this drawback, a meteorological model was coupled into the multi-model system. The advantages of including such a model are reflected in the prediction errors obtained for 2ST-MM and 2ST-MM-WF. Using forecasted data in the Prediction stage helps the system to dynamically adapts to changes in environmental variables. However, 2ST-MM delivers worse results than 2ST-MM-WF. The reason of this difference is the ability of 2ST-MM-WF to provide high resolution wind flow that better reproduces the wind variations at a field level. So, if the wind speed varies because of a mountain or a valley the 2ST-MM-WF multi-model scheme captures this effects. Those results keep quite similar for all initial population sizes, so, a last conclusion in this point could be that, a population size of 25 individuals is enough to obtain a reasonable prediction results. However, these conclusions must be contrasted with the execution time and efficiency results reported in the next section.

5 Execution Time and Efficiency

Prediction quality is a very important issue, but execution time is as critical as accuracy. So, it is necessary to study the execution time of each scheme and the efficiency reached. The execution time of each scheme for different population sizes (25, 50 and 100 individuals) have been evaluated and the results are shown in table 1. As it can be observed, the execution time of the 2ST-WF is by far, the most time consuming multi-model scheme. The need of executing a wind field model for each individual at each iteration results in a
increment of time. So, for the shake of understanding, figure 4, summarizes the execution time of all schemes except 2ST-WF. The execution time depends on the number of workers, the number of nodes on the system, the architectural features of each node, and more specifically on the multi-model scheme selected and the particular scenario represented. As it was described in section 3, for running our test we use 128 cores. Since our populations are 100 individuals at most, there are enough cores to execute one worker per core, but the internal architecture of each node has a crucial effect. Each node has 2 processors and 12GB of memory. Internally each processor has 2 cores with a local cache memory of 64KB (32KB for data and 32KB for instructions) per core and a shared cache of 4MB. The forest fire propagation simulator needs information concerning the features of the terrain where the fire is taking place with a significant resolution. It means that they must usually manage around 3MB of data. Actually, the data size depends on the map size and the resolution, but this is a typical size. Therefore, when we can allocate one worker per node or even per processor, each worker has the 4MB of shared cache memory available and this amount of memory is enough to store all the required data. However, when the number of workers
Figure 3: Calibration and Prediction errors for all multi-model predictions schemes using initial populations of 25, 50 and 100 individuals (a) and the predicted fire front when 25 individuals are used (b).

<table>
<thead>
<tr>
<th>Population size</th>
<th>25</th>
<th>50</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>2ST-BASIC</td>
<td>31.38s</td>
<td>41.16s</td>
<td>70.27s</td>
</tr>
<tr>
<td>2ST-WF</td>
<td>829.16s</td>
<td>1083.45s</td>
<td>1609.38s</td>
</tr>
<tr>
<td>2ST-MM</td>
<td>34.06s</td>
<td>47.25s</td>
<td>74.07s</td>
</tr>
<tr>
<td>2ST-MM-WF</td>
<td>63.71s</td>
<td>73.72s</td>
<td>97.97s</td>
</tr>
</tbody>
</table>

Table 1: Execution time of every scheme and population size.

increases and two workers are allocated in the two cores of the same processor, they must share the 4MB of cache memory. This memory is too small to host the data corresponding to both workers and then they must continuously access to main memory with the significant execution time degradation. Another factor that affects the execution time when the number of individuals is increased, is the access to the data files. 100 workers simultaneously reading the input data files (terrain, vegetation, etc.) and writing the propagation maps in files in NFS, introduce a bottleneck that contributes to increase the execution time. So, larger populations (100 individuals) need less generations to converge to a reasonable error, but the execution time of each generation is significantly larger than the shorter populations (25 or 50 individuals). So, the use of more resources does not provide the expected benefit in execution time. Comparing the execution time obtained by the different schemes, it can be observed that the 2ST-BASIC is the fastest scheme. It was expected since it is the scheme
that involves less models (actually only forest fire simulation is involved) and moreover, all the parameters are uniform and constant. However, it can be seen that it needs several iterations of the GA to converge and with the same number of iterations the calibration and prediction errors are higher than the ones obtained using the other schemes. The 2ST-WF scheme presents an execution time that, in its current state, cannot be assumed. The main problem incurred by this scheme is that it is necessary to evaluate the wind field corresponding to every individual in any iteration, and this enlarges the duration of a single iteration. The average execution time of the WindNinja in the tested scenario is around 220 seconds. Considering that the number of iterations is 5, then the time incurred by the wind field calculation along the 5 generations is around 1100 seconds. Moreover, the execution time of FARSITE when a wind field is introduced is larger than the FARSITE execution time when a uniform wind is considered. To make this scheme viable, it is necessary to accelerate the execution of the wind field model. The 2ST-MM scheme assumes that the measurements of the meteorological stations and the forecasted data provided by meteorological models, are available before the prediction stage is launched. So, this scheme does not introduce any additional computational cost. Instead, since the wind is not introduced as one of the parameters to be calibrated, the calibration process is much shorter and the required number of iterations is significantly reduced, with the corresponding reduction in prediction time. The complete multi-model 2ST-MM-WF scheme does not require to calibrate the wind parameters since they are measured or predicted, and then, the calibration requires less iterations. So, the computational cost of introducing the Wind field modeler does not suppose a significant time increase. The only overhead introduced is the one incurred when evaluating the wind field in the Prediction Stage.

Figure 4: Execution time of 2ST-BASIC, 2ST-MM, 2ST-MM-WF for all population sizes
6 Conclusions

Fire spreading is a complex phenomena that implies, not only, the execution of a fire spread model, but also complementary models, which enrich the description of the environmental conditions where the fire takes place. In particular, it is crucial to be able to determine the wind components at a high resolution for the whole terrain. So, meteorological models that forecast the wind components at a low resolution and wind fields models, which are able to move this low resolution winds to a high resolution wind flows at a field level, are required. We have proposed and analyzed three different multi-models fire spread prediction schemes, which are based on the so called Two-Stage prediction method. The inclusion of these models have a direct impact in the total execution time of the prediction scheme, as well as in the number of computing resources needed to run them. So, the performance of the proposed multi-model schemes has been analyzed in terms of prediction quality improvements, execution time incurred to deliver a prediction and their efficiency. From the experimental study outcomes that coupling both models, meteorological and wind field models, to the forest fire spread model improves the quality of the predictions. However, in order to use the resources in a more efficient way, the GA implemented in the calibration stage of the proposed methodology achieves reasonable calibration errors with populations sizes about 25 individuals. That means that it is not necessary to use large populations, instead, the resources released as a consequence of shorten the population, could be directly applied to run the commented complementary models.
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Abstract

We present three models for refuges in interacting population systems of predator-prey type, with the prey hosting a transmissible disease. The safety niche is assumed to lessen the disease spread, but not to protect prey from predators. This represents a novelty with respect to standard ecosystems where the refuge prevents predators’ attacks. The niche is assumed either to protect the healthy individuals, or to hinder the infected ones to get in contact with the susceptibles, or finally to reduce altogether contacts that might lead to new cases of the infection. Some counterintuitive results are obtained. The effectiveness of the three different strategies are compared. The best situation in terms of disease containment appears to be the environment which provides a place where the healthy individuals cannot come in contact with disease carriers.
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1 Introduction

In population models predator-prey and competition systems play a dominant role, since the blossoming of this discipline about a century ago. In more recent times, more refined models try to better describe reality. Since prey try to seek protection against attacks of their predators in the features of the environment, scientists have tried to incorporate this behavior into the interaction models. The introduction of refuges has lead to the observation that the Lotka-Volterra models gets stabilized [3] even to show global asymptotic stability, [1, 2]. This shows the relevant role that spatial refuges exert in shaping the dynamics of
predator-prey interplay. The refuge is expressed in the equations by reducing the amount of prey population available for hunting by the predators.

In this classical setting, if \( Y \) denotes the prey population that can take cover, by \( Y_n \) we denote the number of individuals who find protection in the niches that are available for their safety. Thus there are only \( Y - Y_n \) individuals that can interact with the predators. There could be several functional forms that can be chosen for \( Y_n \). The simplest one is a constant value, \( Y_n = Y_0 \), with \( Y_0 \in \mathbb{R}_+ \), or alternatively one could take a linear function of the prey population, \( Y_n = Y_0 Y \), [3] or also a linear function of the predators \( X \), \( Y_n = Y_0 X \) [6]. More recently, a model has been proposed in which the form is taken as a bilinear function of both populations, \( Y_n = Y_0 XY \), [4].

Ecoepidemiology investigates the influence of diseases in ecosystems, see Chapter 7 of [5]. It appears therefore that the refuges for some of the populations involved can be introduced also in this context. However, instead of using the environmental niches as protection against the predators, i.e. as an ecological tool as described above, we employ them in order to investigate whether they can influence the disease spread, i.e. we give them an epidemiological meaning. Therefore, it is not against predators that prey are protected, but we rather consider the case in which the healthy prey for some reason due to the conformation of the environment can avoid to come in contact with disease-carriers of their own population and therefore be somewhat protected from the epidemics. This is achieved by reduced contact rates that they have with infected individuals. Of all the various possible types of niche, to keep things simple, we just take the constant case, \( Y_n = Y_0 \).

In the next Sections, we present three models, based on the ecoepidemic system presented in [7], differing in the way the refuge is modeled. In Section 2, some of the susceptibles are prevented from interaction with infected individuals. In Section 3, it is part of the infected that are unable to become in contact with healthy individuals. In Section 4, we look at a reduced contact rate. A final discussion compares the results.

2 The model with a refuge for the healthy prey

Consider at first the system in which the susceptibles are more able to wander about than the infected ones, because the latter indeed are in general weakened by the disease. In this way, it is possible that the susceptibles reach places unattainable by the diseased individuals. Thus the latter cannot come in contact with the healthy remote individuals, and therefore these sound individuals cannot be infected. We assume that \( s \) denotes the fixed number of susceptibles that escape from the spread of the epidemics using the refuge.

The model is formulated as follows. The healthy prey \( R \) reproduce with net reproduction rate \( a \), are subject to intraspecific competition only with other sound individuals at rate \( b \) and are hunted by predators at rate \( c \). Those that can be infected by the diseased prey individuals \( U \), as discussed above, leave their class at rate \( \lambda \), to enter into the class of sick
individuals. The latter do not reproduce, are hunted at a rate \( k \neq c \) by the predators. Here \( k > c \) means that they are weaker than sound ones, and therefore more easy to capture, while \( k < c \) instead takes into account the fact that they might be less palatable than the healthy ones. Finally, they can recover the disease at rate \( \omega \) and therefore reenter into the \( S \) population. As mentioned above, infected are assumed not to contribute to intraspecific pressure, either of sound prey or among themselves; this again is grounded in the fact that their disease-related weakness prevents them to compete with the other individuals in the population. The predators are assumed to have also other food sources, for which they reproduce at rate \( d \), but clearly get a benefit from the interactions with the healthy prey expressed by the parameter \( e < c \). This constraint expresses the fact that the amount of food they get from the captured prey cannot exceed its mass. So far all the system parameters are nonnegative. For the predators hunting the infected prey, instead, we could model two different situations. For \( h > 0 \), the infected cause a damage to the predators, killing them. In this paper we concentrate only on this case. In the opposite case we could have the normal situation in which predators get a reward from capturing the diseased prey, so that in this situation we would have \( 0 < -h < k \). In summary, the ecoepidemic model with inclusion of a disease-safety niche for the susceptibles reads

\[
\begin{align*}
\frac{dR}{dt} & = R[a - bR - cF] - \lambda(R - s)U + \omega U \\
\frac{dU}{dt} & = \lambda(R - s)U - U[kF + \omega] \\
\frac{dF}{dt} & = F[d + eR - fF - hU]
\end{align*}
\] (1)

Note that the above system needs some further qualifications. In fact when \( R < s \) the next to last term in the first equation and the first one in the second equation would become positive and negative respectively, which makes no sense biologically. Therefore in such situations they should be understood to be identically zero. But in such case the infected prey in the system are easily seen to vanish, since in the second equation the term on the right hand side is always negative. The system then would settle to one of the equilibria of the classical disease-free predator-prey model, with logistic correction for the prey alternative food supply for the predators, see [7] for its brief analysis. For the benefit of the reader a short summary of its findings is presented also here at the top of Section 5.

The equilibria of (1) are \( P_1 = (0, 0, 0) \) and

\[
P_2 = \left(0, 0, \frac{d}{f}\right), \quad P_3 = \left(\frac{a}{b}, 0, 0\right), \quad P_4 = \left(\frac{af - cd}{bf + ce}, 0, \frac{ae + bd}{bf + ce}\right).
\]

The first three points are always feasible, \( P_4 \) is feasible for

\[ af > cd. \] (2)
Then there is coexistence $P_5 = (R_5, U_5, F_5)$. Its population values are obtained solving for $F$ and $U$ respectively the second and third equations in (1), thus giving

$$F_5 = \frac{1}{k} \left[\lambda(R_5 - s) - \omega\right], \quad U_5 = \frac{1}{h} \left[d + eR_5 - fF_5\right].$$

Substituting into the first one, we obtain the quadratic equation $W(R) \equiv \sum_{k=0}^{2} a_k R^k = 0$ whose roots give the values of $R_5$. Its coefficients have the following values

$$a_2 = \frac{\lambda}{h} \left(fk\lambda - e\right) - b - c\frac{\lambda}{k}, \quad a_0 = \frac{1}{hk} (dk + f\lambda + f\omega)(s\lambda + \omega),$$

$$a_1 = a + c(s\lambda + \omega) + \frac{1}{hk} [(s\lambda + \omega)(ek - f\lambda) - \lambda(dk + f\lambda + f\omega)].$$

Now, since $a_0 > 0$, if the parabola $W(R)$ is concave one positive root will exist. Thus a sufficient condition for the existence of $P_5$ is $a_2 < 0$, i.e., explicitly,

$$f\lambda^2 < h[(b + e)k + c\lambda]. \quad (3)$$

For feasibility, we need also the other population values at a nonnegative level, a fact which is attained for $U_5$ if $ek > f\lambda$, else we must impose it, giving

$$R_5 < \frac{dk + f\lambda + f\omega}{f\lambda - ek}, \quad (4)$$

as we do for $F_5$ to obtain

$$R_5 > s + \frac{\omega}{\lambda}. \quad (5)$$

The Jacobian of (1) is

$$J = \begin{bmatrix}
a - 2bR - \lambda U - cF & -\lambda(R - s) + \omega & -cR \\
\lambda U & \lambda(R - s) - kF - \omega & -kU \\
eF & -hF & d + eR - hU - 2fF
\end{bmatrix}$$

The eigenvalues for $P_1$ are $-\lambda s - \omega, d, a$, entailing its instability. Those for $P_2$ are $-(dk + f\lambda s + f\omega)f^{-1}, -d, (af - cd)f^{-1}$ giving the stability condition

$$af < cd. \quad (6)$$

Comparing this condition with (2), we observe that there is a transcritical bifurcation, for which $P_4$ emanates from $P_2$ when the latter becomes unstable. In other words, introducing the healthy prey invasion number

$$R^{(i)} = \frac{af}{cd}, \quad (7)$$
we have that for $R^{(i)} > 1$ the healthy prey establish themselves in the environment.

For $P_3$ the eigenvalues are $(bd + ae)b^{-1}, (\lambda a - \lambda sb - b\omega)b_1, -a$, giving instability.

At $P_4$ one eigenvalue is easily factored out,

$$\frac{\lambda(af - cd) - k(bd + ae)}{ce + bf} - \lambda s - \omega,$$

while the remaining ones are roots of the quadratic equation

$$T(\delta) = \delta^2 + b_1 \delta + b_2 = 0,$$

where letting $D = ce + bf$,

$$b_1 = \frac{t_1}{D}, \quad b_2 = \frac{t_3}{D}, \quad t_1 = af(b + c) + bd(f - c),$$
$$t_3 = (bd + ae)(af - cd), \quad t_2 = t_1^2 - 4t_3(bf + ce).$$

Explicitly,

$$T_{1,2} = \frac{-b_1 \pm \sqrt{b_1^2 - 4b_2}}{2} = -t_1 \pm \sqrt{t_2} \frac{-t_1 \pm \sqrt{t_2}}{2(ce + bf)}.\quad (9)$$

Figure 1: The coexistence equilibrium is attained for the following choice of parameters:

$a = 21, b = 0.3, c = 1, d = 1, e = 0.5, f = 0.9, h = 0.1, k = 10, \lambda = 10.2, \omega = 0.8, s = 0.9.$
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By the feasibility condition (2), \( t_3 > 0 \) so that \( t_2 < t_1^2 \). Hence both roots of (9) have negative real part. Stability hinges then just on the first eigenvalue, i.e. \( \lambda R_4 < k F_4 + \lambda s + \omega \) or explicitly the following condition

\[
\lambda \frac{af - cd}{bf + ce} < k \frac{ae + bd}{bf + ce} + \lambda s + \omega. \tag{10}
\]

For the coexistence equilibrium \( P_5 \), we have run some simulations to show that it can be attained at a stable level. Figure 1 shows one such instance, for the parameter values \( s = 0.9 \) and

\[
a = 21, \quad b = 0.3, \quad c = 1, \quad d = 1, \quad e = 0.5, \quad f = 0.9, \quad h = 0.1, \quad k = 10, \quad \lambda = 10.2, \quad \omega = 0.8. \tag{11}
\]

Here the \( R_5 \) equilibrium value is much higher than the number of individuals \( s \) that can take cover in the safety niche. Observe also that the same inequality holds also for all the healthy prey population values before attaining the equilibrium level.

### 3 The case of a cover for the infected

Assume now that part of the infected are somehow confined in an environment in which healthy prey cannot enter. In this way the contagion risk is reduced. Let \( p \) denote the fixed number of infected that inhabit the unreachable territory. With the remaining notation similar to model (1), the system in our present case reads

\[
\begin{align*}
\frac{dR}{dt} &= R[a - bR - cF - \lambda(U - p)] + \omega U \\
\frac{dU}{dt} &= \lambda(U - p)R - U[kF + \omega] \\
\frac{dF}{dt} &= F[d + eR - fF - hU]
\end{align*} \tag{12}
\]

Again, here we have to remark that for \( U < p \) the contributions to the infected class is to be understood to drop to zero. In such case, once again, the infected prey in the system vanish, and the system settles to any equilibrium of the classical disease-free predator-prey model \( \tilde{P}_4 \equiv P_4 \), \([7]\).

For (12) the equilibria are again the origin \( \tilde{P}_1 \equiv P_1 = (0,0,0) \) and the point \( \tilde{P}_2 \equiv P_2 \) but here we find a new predator-free point, while coexistence of healthy prey and predators is forbidden. We thus have

\[
\tilde{P}_0 = \left( \frac{a}{b} - \frac{a \lambda p}{a \lambda - b \omega}, 0 \right).
\]
The latter is feasible for \( a\lambda > b\omega \), i.e. introducing the disease basic reproduction number \( R_0 \), if

\[
R_0 = \frac{a\lambda}{b\omega} > 1.
\] (13)

The presence of the coexistence equilibrium \( \tilde{P}_5 = (\tilde{R}_5, \tilde{U}_5, \tilde{F}_5) \) can be discussed as follows. From the last equation of (12) we solve for \( F \)

\[
\tilde{F}_5 = \frac{1}{f}(d + eR - hU)
\]

and substitute into the remaining equations to obtain two conic sections

\[
\Phi(R, U) \equiv kfhU^2 - \frac{k}{f}RU + \left( \lambda - \frac{k}{f}d - \omega \right) - p\lambda = 0,
\]

\[
\Psi(R, U) \equiv -\left( b + \frac{c}{f}e \right) R^2 + \left( \frac{c}{f}h - \lambda \right) RU + \left( p\lambda - \frac{c}{f}d + a \right) R + \omega U = 0,
\]

of which we seek an intersection \((\tilde{R}_5, \tilde{U}_5)\) in the first quadrant. We study the each one of them separately.

The implicit function \( \Phi = 0 \) can be solved as a function \( R = \rho(U) \),

\[
\rho(U) \equiv \frac{1}{fU} \left[ kU^2 + (f\lambda - dk - f\omega)U - fp\lambda \right].
\]

The numerator is a convex quadratic, which has two real roots with opposite signs, \( \tilde{U}_\pm \). In fact Descartes rule shows that independently of the sign of \( f\lambda - dk - f\omega \) there is always one variation and one permanence of signs in its coefficients. For \( U > 0 \) it is therefore a continuous function crossing the \( U \) axis at \( \tilde{U}_+ > 0 \), that has a vertical asymptote coinciding with the \( R \) axis and for \( U > 0 \) it raises up to infinity, asymptotically approaching the straight line \( R = hkf^{-1}U \). Its inverse, \( U = \rho^{-1}(R) \), has the \( R \) axis as horizontal asymptote for \( R \to -\infty \) and goes to infinity for large positive \( R \), crossing the \( U \) axis at \( U_+ \). This curve corresponds to the level 0 of the surface \( \Phi(R, U) \). This implicit function is clearly negative at the origin, since \( \Phi(0, 0) = -p\lambda < 0 \), and by continuity retains this sign everywhere below the curve \( U = \rho^{-1}(R) \), while it is positive above it.

The function \( \Psi(R, U) \) instead vanishes at the origin. Studying it on the \( R \) axis, we find that it must cross it also at the point

\[
\tilde{R}^{(1)} = \frac{fp\lambda - c + af}{bf + ce},
\]

which can have either sign. If \( \tilde{R}^{(1)} < 0 \), then \( \Psi(R, U) > 0 \) in the whole first quadrant. Therefore in this case \( \Phi \) and \( \Psi \) do not meet in the first quadrant and the coexistence equilibrium \( \tilde{P}_5 \) does not exist.
Conversely, if
\[ fp\lambda + af > c \]  \hspace{1cm} (14)
since \( \Psi \) is a conic section, it must raise up from the origin and then go down to meet the \( R \) axis at \( \tilde{R}_1 \), thus it defines an arc of a concave function \( U \equiv A(R) \) in the first quadrant. We must investigate when this arc \( U = A(R) \) and the function \( U = \rho^{-1}(R) \) meet. We do so by comparing their respective slopes at \( R = 0 \). Evidently, since \( A(0) = 0 \) and \( \rho^{-1}(0) = \tilde{U}_+ > 0 \), if \( A'(0) < (\rho^{-1})'(0) \), no intersection can exist, recalling the concavity of \( A \) and the fact that \( \rho^{-1} \) is monotonically increasing, as we can easily verify that \( [\rho^{-1}(R)]' = [\rho'(U)]^{-1} > 0 \) for \( U > 0 \). One can also explicitly find the expression of \( A(U) \) as
\[ A(U) = R \frac{(bf + ce)R + cd - fp\lambda - af}{(ch - f\lambda)R + f\omega}. \]

We must impose the converse condition \( A'(0) > (\rho^{-1})'(0) \). Implicit differentiation of \( \Phi \) and \( \Psi \) and evaluation at \( R = 0 \) yields
\[ (\rho^{-1})'(0) = \frac{ekU_+}{2hkU_+f\lambda - dk - f\omega}, \quad A'(0) = \frac{1}{\omega}(cd - fp\lambda - af). \]

For \( U = 0 \) we then need to have the slope of \( A \) larger than the one of \( \rho^{-1} \), but this does not automatically imply an intersection of the two curves. In fact two intersections exist if we additionally require for instance that at the maximum of the arc \( A \), or in general for any suitable value of the abscissa \( \tilde{R} \) in \([0, \tilde{R}_1]\), the values of \( A \) and \( \rho^{-1} \) “interlace”, i.e. the following conditions are met
\[ A'(0) > (\rho^{-1})'(0), \quad A(\tilde{R}) \geq \rho^{-1}(\tilde{R}). \]  \hspace{1cm} (15)

The above conditions are then sufficient for the existence of \( \tilde{P}_5 \). In particular we could here easily locate the reference point as \( R = \frac{1}{2}\tilde{R}_1 \).

The Jacobian of (12) is
\[ \tilde{J} = \begin{bmatrix} a - 2bR - cF - \lambda(U - p) & -\lambda R + \omega & -cR \\ \lambda(U - p) & \lambda R - kF - \omega & -kU \\ eF & -hF & d + eR - hU - 2fF \end{bmatrix}. \]

\( \tilde{P}_1 \) is always unstable, since the eigenvalues are \( d \) and
\[ -\frac{1}{2} \omega + \frac{1}{2} a + \frac{1}{2} \lambda p \pm \frac{1}{2} \sqrt{\omega^2 + 2a + 2a \lambda p - 2a \lambda p \pm 2a \lambda p + 2 \lambda^2}. \]

For \( \tilde{P}_2 \) we find the eigenvalue \( A_0 = -d \) and
\[ A_{\pm} = \frac{1}{2f} \left[ af - kd - \omega f - cd + fp\lambda \pm \sqrt{Y} \right], \]
\[ Y = 2kd\omega f + \omega^2 f^2 - 2kd^2 c + 2\omega f^2 a + 2kda f - 2\omega f cd + 2kd\lambda pf - 2\lambda p\omega f^2 - k^2 d^2 + 2cd\lambda pf + 2af cd - 2af^2 \lambda p - a^2 f^2 - c^2 d^2 - p^2 \lambda^2 f^2. \]
Stability is then ensured if

\[ f(a + p\lambda) < kd + \omega f + cd. \]  

(16)

Figure 2: The coexistence equilibrium \( \tilde{P}_3 \) is achieved when \( p = 0.1 \) and the remaining parameters are given by (11) as in Figure 1.

For the point \( \tilde{P}_0 \) we have the following eigenvalues

\[ B_1 = \frac{dba\lambda - db^2\omega + ea^2\lambda - eab\omega - h a\lambda pb}{b(a\lambda - b\omega)} \]

and the pair

\[
B_{\pm} = \frac{1}{2b(a\lambda - b\omega)} \left[ a^2\lambda^2 - a\lambda b\omega - b\omega a\lambda + b^2\omega^2 - ba^2\lambda + ab^2\omega - \lambda pb^2\omega \pm \sqrt{X} \right],
\]

\[
X = b^2\omega^2a^2\lambda^2 - 2b^3a^3\lambda\omega + \lambda^2p^2b^4\omega^2 + a^2b^4\omega^2 + b^2a^4\lambda^2 + b^4\omega^2\lambda^2 + 2a^4b\lambda^3 + a^2b^2\omega^2 - 2a^3\lambda^3b\omega - 2a^3\lambda^3b\omega - 2ab^4\omega^2 - 2a^3b^2\omega^2 + a^4\lambda^4 + 4a^2\lambda^2b^2\omega^2 - 2a\lambda b^3\omega^2 - 2b^3\omega^2a\lambda\omega - 2ab^4\omega^2\lambda p - 4a^3b^2\omega^2 + 4a^2b^3\omega^2a\lambda\omega - 2a^2\lambda^3pb^2\omega + 2a\lambda^2b^3\omega^2 p - 2b^4\omega^2\lambda p + 2a^2\lambda^3pb^2\omega + 2b^3\omega a\lambda^2p\omega.
\]

Using feasibility (13), stability in this case is ensured by the following set of conditions

\[ a\lambda(db + ea - bhp) > db^2\omega + eab\omega, \quad a\lambda(a\lambda - 2b\omega - ab) < b\omega(bp\lambda - b\omega - ab). \]  

(17)
With the help of some simulations we can show that the coexistence equilibrium can be stably achieved, Figure 2. The refuge parameter used is \( p = 0.1 \) while all the remaining ones are those (11) as in Figure 1. Note that in this case raising the niche level to \( p = 0.4 \) causes the infected population at some point to fall below this threshold, so that they are wiped out, Figure 3. So while we stated that the disease-free point is not an equilibrium of (12) per se, in suitable situations it would certainly occur. In fact when the infected population \( U \) becomes smaller than the level \( p \), and this occurs pretty early in the simulation as observed in Figure 3, the sound prey first and then also the predator populations suddenly surge to finally settle to the coexistence equilibrium of the underlying demographic model.

4 The case of reduced contacts

We consider now another situation, in which we assume that it is the rate of contacts between infected and susceptibles that gets somewhat reduced, due to the effect of a protective niche. In this case then we introduce the fraction \( 0 \leq q \leq 1 \) of avoided contacts. The model, using
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Figure 3: The disease-free equilibrium is attained for \( p = 0.4 \) with the remaining parameters given by (11) as in Figure 1. Note that the diseased population \( U \) falls below the level \( p \) very soon, and consequently both the healthy prey first and subsequently the predators pick up, and finally settle to the coexistence equilibrium of the underlying demographic model.
again the very same previous notation, now becomes

$$
\frac{dR}{dt} = R[a - bR - cF - (1 - q)\lambda U] + \omega U \quad (18)
$$

$$
\frac{dU}{dt} = U[(1 - q)\lambda R - kF - \omega]
$$

$$
\frac{dF}{dt} = F[d + eR - fF - hU]
$$

Clearly, by redefining $\beta = (1 - q)\lambda$ for $\omega = 0$ we get the same model studied in [7]. For the convenience of the reader we summarize the basic results on the equilibria in which at least one of the population vanishes and then extend the study for the coexistence, to encompass here the situation $\omega \neq 0$ not considered in [7] for this specific equilibrium. The equilibria are again all the equilibria of the system (1), namely the origin $\hat{P}_1 \equiv P_1 \equiv \hat{P}_1$, and $\hat{P}_2 \equiv P_2 \equiv \hat{P}_2$, $\hat{P}_3 \equiv P_3$, $\hat{P}_4 \equiv P_4$. For feasibility of $\hat{P}_4$ clearly we need again (2).

Coexistence $\hat{P}_5 = (\hat{R}_5, \hat{U}_5, \hat{F}_5)$ is obtained by solving the second equation in (18) at equilibrium and substituting into the third equation of (18) to get

$$
\hat{F}_5 = \frac{(1 - q)\lambda\hat{R}_5 - \omega}{k}, \quad \hat{U}_5 = \left(\frac{e}{h} - \frac{f}{hk}(1 - q)\lambda\right)\hat{R}_5 + \frac{d}{h} + \frac{f}{hk}\omega,
$$

and finally from the first equation in (18) we get the quadratic $\sum_{k=0}^{2} c_k R^k$, whose roots determine the value of $\hat{R}_5$, with $c_0 = (dk\omega + f\omega^2)(hk)^{-1} > 0$ and

$$
c_2 = \left(\frac{c}{k} - \frac{e}{h}\right)(1 - q)\lambda + \frac{f}{hk}(1 - q)^2\lambda^2 - b, \quad c_1 = a + \frac{c}{k}\omega + \frac{e}{h}\omega - (1 - q)\lambda\left(\frac{d}{h} + 2\frac{f}{hk}\omega\right).
$$

Again we can apply Descartes’ rule to have at least a positive root. This occurs for one root if we impose either one of the alternative conditions

$$
c_2 < 0, \quad c_1 < 0; \quad c_2 < 0, \quad c_1 > 0, \quad (19)
$$

and we get two positive roots if

$$
c_2 > 0, \quad c_1 < 0. \quad (20)
$$

We do not write explicitly these conditions. For feasibility we must impose

$$
\hat{R}_5 > \frac{\omega}{(1 - q)\lambda k} \quad (21)
$$

and the condition

$$
\hat{R}_5 > \frac{dk + f\omega}{ek - f(1 - q)\lambda}, \quad ek > f(1 - q)\lambda, \quad (22)
$$
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since the opposite one $ek < f(1 - q)\lambda$ would give a negative value for $\hat{R}_5$.

For $\hat{P}_1$ the eigenvalues are $-\omega$, $d$, $a$, showing its instability.

The eigenvalues of $\hat{P}_2$ are $-(dk + f\omega)f^{-1}$, $-d$, $(af - cd)f^{-1}$, for which the stability condition is (6). Here again comparing (6) with (2) we observe the existence of a transcritical bifurcation, for which the same conclusions, using the healthy prey invasion number (7) can be drawn as for the model with refuge for the healthy prey (1).

The eigenvalues of $\hat{P}_3$ are $(bd + ae)b^{-1}$, $[(1 - q)\lambda a - b\omega]b^{-1}$, $-a$, thus it is unstable.

For $\hat{P}_4$ one eigenvalue can easily be factored out, while the other ones are the roots of the quadratic (8). Thus, as found formerly, by feasibility (2) both its roots have negative real part, and stability depends only on the first eigenvalue, namely it is given by $(1 - q)\lambda R_4 < kF_4 + \omega$, a condition that can also be explicitly written as

$$ (1 - q)\lambda \frac{af - cd}{bf + ce} < k\frac{ae + bd}{bf + ce} + \omega. $$

(23)

Figure 4 shows the result of a simulation with the same parameter values (11) as for Figure 1, but for $q = 0.1$, assessing the stability of the coexistence equilibrium $\hat{P}_5$.

Figure 4: The coexistence equilibrium is attained $\hat{P}_5$ for the same parameters (11) as in Figure 1 with $q = 0.1$. 
5 Models Comparison

The classical predator-prey model underlying these ecoepidemic systems is obtained by eliminating the variable $U$ and its corresponding equation in (18). The resulting system, which can be seen as the projection of the ones considered here onto the disease-free $R - F$ phase plane, has the following equilibria:

$$Q_1 = (0, 0), \quad Q_2 = \left(0, \frac{d}{f}\right), \quad Q_3 = \left(\frac{a}{b}, 0\right), \quad Q_4 = \left(\frac{af - cd}{bf + ce}, \frac{ae + bd}{bf + ce}\right).$$

The latter is feasible when (2) holds.

$Q_1$ and $Q_3$ are both unstable, in view of their respective eigenvalues $a$, $d$ and $-a$, $(ae + bd)b^{-1}$. For $Q_2$ we find $(af - cd)f^{-1}$, $-d$ showing that it is stable exactly when (6) holds. The eigenvalues of $Q_4$ are complex conjugate, with negative real part, so that $Q_4$ is unconditionally stable. Being the only such equilibrium, local stability implies global stability. This fact could be shown also via a suitable Lyapunov function.

Thus, the ecoepidemic system exhibits a similar range of behaviors as the demographic ecosystem: coexistence is allowed, both with and without infected, compare $P_4$ and $P_5$, and also the predators-only equilibrium $P_2$, recalling that other food sources for them are available. Evidently, in this prey-free environment, the role of the refuge for the prey is nonexistent. The same does not occur, not surprisingly either, for the disease-free equilibrium $P_4$. In fact the population levels are not affected by the size of the refuges in any model, but the stability of this equilibrium does in fact depend on this parameter. The way in which the refuges’ parameters $s$ and $q$ appear in the stability conditions differs, compare (10) and (23). But both have a stabilizing effect for the ecoepidemic system, a result which as mentioned agrees with former findings in the literature for predator-prey models, [3]. In the case of the reduced contacts model, the refuge favors stability since, mathematically, the left hand side becomes smaller due to a positive $q$, while in the case of a refuge for the healthy prey it is the right hand side that gets increased by the presence of $s$. However, since $q$ is a fraction, denoting the relative reduction in the frequency of contacts, while $s$ represents the number of refuges, it is more likely that the latter has a more marked influence on stability.

Note further that the disease-free equilibrium $P_4$ does not exist per se if the infected find cover, i.e. in system (12). However, we have seen that this equilibrium is achievable when the infected population value falls below the threshold given by the size of the niche $p$. For the same model (12), however, in place of the disease-free equilibrium, we find an additional situation that does not arise in the other models, in which namely the predators get wiped out from the environment while the prey thrive with their disease becoming endemic. This predator-free environment can be achieved if the conditions (13) and (17) hold. In such situation note that the infected level is directly proportional to the size $p$ of the niche available for their segregation. In particular, if the disease is unrecoverable,
ω = 0, or if there is no intraspecific competition among the healthy prey, \( b = 0 \), the size of surviving infected is exactly \( p \). If these situations are not met, then the resulting number of thriving infected is larger than \( p \). Hence, the higher the refuges, the more endemic the disease remains, when the predators are wiped out. This is a somewhat counterintuitive result. It is true that the niches help the infected not to get in contact with the susceptibles, but then one would expect also an advantage for the healthy individuals. Instead we find them at the level \( ab^{-1} \) which would be attained at the unstable equilibrium \( P_2 \). Hence, another way of looking at this situation is to observe that in this case the niche stabilizes the otherwise unstable predator-free equilibrium, at the price of making the disease endemic.

The numerical experiments with the coexistence equilibria of the three models show that using the set of demographic parameter values in (11), i.e. those given by the first row, the system settles to the demographic disease-free equilibrium \((23.2475, 0, 14.0261)\), whose projection onto the \( R - F \) phase plane corresponds of course to the equilibrium of the underlying classical predator-prey system, \((23.2475, 14.0261)\). If we now introduce the disease, with the related parameter values found in the second row of (11), we find the ecoepidemic equilibrium \((2.1133, 1.8658, 2.0819)\). As we can easily observe, the disease has a large impact on the system, reducing both its populations by an order of magnitude. Although the epidemics affects only the prey, its effect is felt also by the predators. This can easily be interpreted, because a reduced food supply, due to a lower prey population caused by the disease, must reduce also the predator population and, in addition, consumption of infected prey is harmful for the predators. In other words, diseases, as stated many times in ecoepidemiological research, affect the whole ecosystems, and therefore in environmental studies they cannot be easily neglected.

Coming back to the effects of our safety refuges, we have run simulations using the previous parameter values (11), with various sizes for the refuge coefficients \( s \), \( p \) and \( q \). As remarked earlier the proviso holds, that in the models (1) and (12) a check is implemented, for which when \( U < p \) and \( R < s \) the next to last term in the first equation and the first one in the second equation are set to zero in both (1) and (12). The results are reported in Figures 5-7.

Comparison of the results indicates that for the healthy refuge, the healthy prey and the predators at equilibrium increase in a linear fashion their numbers as \( s \) grows, while the infected appear to reach a plateau. When the infected prey have a cover, there is a threshold value of its size \( p \) beyond which the disease disappears and the other populations suddenly jump to the level of the corresponding demographic, disease-free, classical model and stay there independently of the value of \( p \). A similar result holds also when it is the contact rate that gets reduced, i.e. for model (18). In this case the equilibria behavior before the threshold value of \( q \) is reached appears to be smoother than in the previous case of system (12).
Figure 5: Equilibrium population values of system (1) as function of the refuge size $s$.

Figure 6: Equilibrium population values of system (12) as function of the refuge size $p$.

We also plot the equilibrium levels of the various populations as function of the disease parameters $\lambda$ and $\omega$ versus the refuge parameters $s$, $p$ and $q$ in Figures 8-13.
Comparing the susceptible levels in Figure 8, when the contact rate is high, an improvement in the equilibrium value is obtained for larger value of the refuge $s$ in model (1), while for (12) and (18) an increase in the refuge size is irrelevant, the equilibrium configuration is determined essentially by the contact rate $\lambda$. A similar behavior holds for the predators as well, Figure 10. A corresponding opposite effect is noted among the infected, Figure 9. In (1) a larger $s$ smooths out the growth of the equilibrium value, which is much sharper for the other two models, once the contact rate crosses the critical threshold.

Considerations along the above lines can be also made when comparing the refuge usage versus the disease recovery rate $\omega$. Comparing Figures 11-13, we see the marked similarities between the equilibrium surfaces of the models (12) and (18), for all the populations involved. Both healthy prey and predators show a linear increase as function of the recovery rate, while the niche apparently does not play any essential role. The infected prey instead seem to reach a plateau. Instead, for the model 1, we find again a linear increase in terms of $\omega$, but what is more important, also a sharp increase of healthy prey and predators as function of the niche size $s$. A corresponding decrease of infectives can also be observed, which is more marked for high values of the niche size and of the recovery rate, as it should be expected.

Based on these overall considerations, it appears that the model (1) shows the best characteristics in terms of disease reduction. Thus in this type of predator-prey ecoepidemic
system with disease just in the prey, for an endemic disease, the ecosystem with a place where some of the healthy individuals can be segregated from coming in contact with disease carriers would exhibit the best features to preserve the epidemics to spread. This result could possibly give some hints to field ecologists as how to fight diseases in wild populations, in case some artificial refuges, unreachable by the diseased individuals, can be provided in specific real-life situations.
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Figure 8: Equilibrium population value for the healthy prey as function of the disease contact rate $\lambda$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).

Figure 9: Equilibrium population value for the infected prey as function of the disease contact rate $\lambda$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).
Figure 10: Equilibrium population value for the predators as function of the disease contact rate $\lambda$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).

Figure 11: Equilibrium population value for the healthy prey as function of the disease contact rate $\omega$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).
Figure 12: Equilibrium population value for the infected prey as function of the disease contact rate $\omega$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).

Figure 13: Equilibrium population value for the predators as function of the disease contact rate $\omega$ and refuge size: top, refuge size $s$ in model (1); middle, refuge size $p$ in model (12); bottom, reduced contact rate $q$ in model (18). Other parameter values as in (11).
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Abstract

Uruguay is currently undergoing a gradual process of inclusion of wind energy in its matrix of electric power generation. In this context, a computational tool for wind power forecasting has been developed in order to predict the electrical power that will be injected into the electrical grid. The tool is based on the Weather Research and Forecasting (WRF) numerical model, which is the computational bottleneck of the application. For this reason, and in line with several successful efforts of other researchers, this paper presents advances in porting the WRF to GPU. In particular, we present and study the implementation of sintb and bdy_interp1 routines on GPU. The results obtained on a Nvidia’s GTX 480 GPU show speedup values of up to $10\times$ when compared with the sequential WRF and almost $5\times$ when compared with the four-threaded WRF. This improvement impacts in a 10% reduction in the total runtime of the WRF.

Key words: Wind power, WRF, GPU, sintb routine, bdy_interp1 routine.

1 Introduction

Although windmills have been used to generate electricity in a domestic scale, mainly in rural properties, they have not been considered in Uruguay as an alternative energy source until recently. The Wind Power Program (WPP) [3], established in 2007, aims to significantly
increase the generation of electricity from wind energy encouraging the installation of large-
scale wind farms in different parts of the country. For this reason, several projects are under
development, and it is estimated that the wind energy penetration factor will be more than
20% in 2018 [2]. Under the WPP, UTE, the public utility responsible for the generation and
transfer of electrical energy, installed the wind farm complex Ing. Emanuele Cambilargiu.
After three years of continuous operation, it produces an average of 40% of its capacity.

Wind energy has different features compared with other sources of energy. Wind energy
is not easy to be stored as potential energy, so the kinetic energy of the air flow is transformed
into rotational mechanical energy which is used for electric power generation that has to be
injected into the electrical grid right away. Moreover, wind energy has a large variability
due to the nature of its origin. For this reason, and due to the importance that wind power
will have for electric power generation in Uruguay, it is necessary to have computational
tools to forecast the generated power. These tools would allow to take decisions in the
management of the electrical grid in order to meet the energy demand.

With this goal, a computational tool for wind power forecasting of the UTE’s wind farm
complex was developed. The forecasting process runs four times a day and involves the use
of the WRF numerical model [8, 16], which is the computational bottleneck of the whole
process. The process generates a low resolution forecast for the whole country and a high
resolution forecast where the wind farm complex is located, which are publicly available
on [4]. This process involves a runtime of approximately two hours on a server with eight
cores. This runtime is considered high, mainly because it will become necessary could be
desirable to increase the number of wind farms that are predicted.

In recent years, the execution time of several numerical models have been significantly
reduced through porting the numerical model computation, either partially or fully, to
Graphics Processing Units (GPUs) [6]. Some of the most relevant numerical models that
have been successfully ported to GPU can be consulted on [17].

In this paper we study the implementation of sintb and bdy_interp1 routines on GPU
in order to accelerate the tool for wind power forecasting. Our experiments show that just
porting these routines to GPU is possible to reduce a 10% the total runtime of the WRF.
The rest of the paper is structured as follows. In Section 2, we describe the tool for wind
power forecasting and the WRF. Then, in Section 3, we review the related works. In Section
4, we introduce the methodology followed for porting routines from CPU to GPU and also
describe the implementation of the routines on GPU. In Section 5 we present experimental
results and, finally, we discuss some conclusions and future work in Section 6.

2 Tool for Wind Power Forecasting

The forecasting process performed by the computational tool involves several steps. In
the first place, the tool obtains public global meteorological forecasts generated by the
NOAA/National Weather Service using the general circulation model of the atmosphere Global Forecast System. These forecasts are generated four times a day, at 00:00, 06:00, 12:00 and 18:00 GMT and have a grid resolution of $1^\circ \times 1^\circ$ (approximately 100km$\times$100km). The WRF is executed locally in our server and uses this data, as well as other parameters as inputs to generate a low resolution forecast for the whole country and one high resolution forecast for the region of the wind farm complex. A forecast of the wind energy fed into the grid by each wind turbine is produced using the predictions of the wind speed and direction at the height of each turbine shaft generated by the WRF, and corrections of these predictions through model output statistics. These results are published automatically in 6-hour intervals [4], having four daily forecasts that predict the outcome for the next 48 hours.

The computationally most expensive step of the whole process corresponds to the WRF execution, which requires approximately two hours on a server with eight cores. Therefore, the performance of the WRF should be tackled in order to increase the performance of the whole tool. A description of the WRF is presented below.

2.1 Weather Research and Forecasting Model (WRF)

The WRF is a numerical model for weather prediction and an atmospheric simulation system for research and operational applications [8]. The WRF model is Eulerian (uses a fixed coordinate system with respect to the earth), non-hydrostatic (includes explicit equations to calculate the pressure and the gravitational force on the vertical axis) and compressible (considers density variations suffered by the various fluids involved). The WRF code is written in Fortran and C, and it currently has about half a million lines of code (version 3.4.1). The WRF execution partitions the domain into rectangular patches that can be assigned to different processors. These patches are subdivided into tiles that can be executed on different threads. Usually, patches need data from other neighboring patches, so in the border tiles it is necessary to propagate changes between different patches.

The tool for wind power forecasting uses the ARW (“The Advanced Research WRF”) core of the WRF, which was primarily designed for research purposes, but it is also used for weather prediction. The WRF generates forecasts of W-E and N-S components that are used to calculate the magnitude of the velocity in m/s and the direction in degrees. To that end, four nested grid levels ($30km \times 30km$, $10km \times 10km$, $3.3km \times 3.3km$ and $1.1km \times 1.1km$) are generated, where levels of grid with a higher resolution assimilate the information generated by the model in the levels of grid with a lower resolution. The values predicted by the tool have been confirmed with real speed and direction data measured by UTE using anemometers and wind vanes installed in different parts of the country. It is noteworthy that WRF is executed in parallel in eight cores using the shared memory parallelism configuration, which uses the OpenMP API for parallelization.
3 Related work

This section is centered on reviewing previous efforts on porting WRF routines to GPU. The website [10] collects some of the pioneering works on this subject.

In the seminal paper on this subject, Michalakes and Vachharajani [9] address the acceleration of WRF Single Moment 5 Cloud Microphysics (WSM5) module on CUDA C. Although WSM5 only represents 0.4% of the total WRF code, it usually takes up to a quarter of the total processing time on a single core. Each GPU-thread computes the calculations corresponding to a point of the grid, since the calculations of the vertical column of each grid point are independent of other grid points. The authors evaluated their implementation in a domain with a grid resolution of $71 \times 58$ points and 27 vertical levels, using a NVidia GeForce 8800 GTX connected to an Intel Pentium-D at 2.8GHz. The numerical results showed slight differences between the GPU and CPU versions, but the visualization outputs of both versions are indistinguishable. The GPU implementation runs $17 \times$ faster than the single-threaded CPU version, including the time of the transferences between the host and the device. From this result the authors estimate that it translates in a $1.25 \times$ reduction in the total application runtime.

Later, the same authors [11] ported the WRF Fifth Order Positive Definite Tracer Advection. In this case, it is not possible to make a dimensional division of the problem, as in the previous work. Since the number of floating point operations per memory access is only 0.76 and a large number of tracers are usually executed, the GPU implementation overlaps the calculations of a tracer with the asynchronous data transfer required for next tracer. The authors evaluated their implementation in a domain with a grid resolution of $134 \times 110$ points, 35 vertical levels and 81 tracers, using a Tesla C1060 GPU connected to a quad-core Intel Xeon E5440. The GPU implementation runs $6.7 \times$ faster than the single-threaded CPU version.

Finally, Michalakes et al. [7] evaluated the parallelization of Regional Acid Deposition Model version 2 (RADM2) module on a multicore processor (two quad-core Intel Xeon 5400), a GPU (Tesla C1060) and a Cell Broadband Engine Architecture (CBEA) [5] device (PowerXCell 8i). RADM2 requires to run the Rosenbrock’s algorithm, which involves constructing a Jacobian matrix and a LU decomposition, independently for each grid point. In the GPU implementation, some calculations have to be computed on the CPU due to the large amount of memory required, even though the fundamental steps of the algorithm are executed on the GPU. The parallel implementations were evaluated in a domain with a grid resolution of $40 \times 40$ points and 20 vertical levels. The speedup with respect to a single-threaded CPU version was $7.5 \times$ for the multicore processor, $8.5 \times$ for the GPU and $41 \times$ for the CBEA. Despite failing to achieve high speedup values for the GPU implementation, the authors note that the GPU is the cheapest platform of the three used and they also highlight the simplicity of its programming compared to CBEA.

In another line of work, Ruetsch et al. [18] ported the Long-Wave Rapid Radiative
Transfer Model (RRTM) module to CUDA Fortran. As in other works, the implementation exploits the independence between the different vertical columns of the domain, even achieving a higher level of independence in some cases, resulting in a finer grain parallelism. The authors evaluated their implementation in a domain with a grid resolution of 73×60 points and 27 vertical levels, using a Tesla C1060 GPU connected to a quad-core Intel Xeon E5440 at 2.83 GHz. The speedup of the GPU implementation versus a single-threaded CPU version is between 8× and 10×. The numerical results showed similar results between the GPU and CPU versions.

Huang et al. developed other relevant works on the subject, in which several modules were ported to CUDA C, with the final objective of completely porting WRF to GPU. In one of their works [12], the authors port the Goddard Shortwave Radiation module exploiting the independence between the different vertical columns of the domain, as the other authors. The GPU implementation also uses two streams in order to overlap kernel computation on the GPU with transfers between the host and the device. The authors evaluated their implementation in a domain with a grid resolution of 433×308 points and 35 vertical levels, using two GeForce GTX 590, i.e. four GPUs, connected to a six-core Intel i7 970. The speedup is 116× for the GPU implementation versus a single-threaded CPU version, including the time of the transfers between the host and the device.

Following the same idea, the authors ported the Stony Brook University 5-Class Cloud Microphysics module to GPU [13]. In this work, the authors used single precision floating point arithmetic and compiled using the CUDA flag -use_fast_math that uses faster but less accurate computation. Using the same scenario and the same platforms as in the previous work, the speedup value reported is 352×. Huang et al. also worked on porting the WSM5 [14], WDM5 Cloud Microphysics [19], Purdue Lin Cloud Microphysics [20] and Kessler Cloud Microphysics [15] modules to GPU using the same ideas, scenario and platforms as in the previous works, reporting speedup values of 357×, 147×, 156× and 70× respectively.

While speedups reported by Huang et al. are impressive, there are some aspects that should be taken into account in order to explain these values. In the first place, the scenario used by Huang et al. is more than 30 times larger than the ones used by other authors, which undoubtedly contributes to the improvement in the speedup. Another aspect that certainly impacts on these speedup values reported is the use of the CUDA compile flag -use_fast_math. Finally, an important issue is that the criterion followed by other authors to select which routines port to GPU is based on the importance of the routine for the execution of the WRF, while it is not clear the criterion used by Huang et al.

4 Improving the Performance of the WRF

Our work is focused on improving the runtime of the WRF, and in particular the modules required by the forecasting tool developed for the wind farm complex Ing. Emanuele Cam-
bilarigu. Therefore, an empirical approach is used to determine in which module concentrate our effort. To that end, we follow the guidelines suggested by Michalakes and Vachharajani [9], and Delgado et al. [1] to port applications developed in Fortran to CUDA C.

Four different steps are identified to port an application from Fortran to CUDA C: profiling, development, testing and optimization. The profiling stage aims to determine which are the modules or routines that require longer execution times. Then, in the development stage, it is recommended to port first Fortan to C, and then C to CUDA, since directly porting Fortran to CUDA can incorporate many errors due to the different characteristics of the languages involved. In the testing stage, it has to be evaluated that the results obtained by the GPU are similar to the ones obtained by the CPU, taking into account that there might be floating point rounding differences caused by the parallelism. Finally, in the optimization stage, the CUDA implementation is fine tuned in order to reduce the runtime.

The tools for profiling applications follow two completely different philosophies. On the one hand, there are tools that make changes in the source code at compile time, including extra code to obtain metrics of the application execution. On the other hand, there are tools that work like a debugger or a virtual machine that obtain the metrics in run-time using the original code. Since both approaches are complementary, we decided to profile the WRF using one tool of a kind. We use gprof, which follows the former approach and it is considered the de-facto profiler in academic environments since it is included in the GNU project, and valgrind that follows the latter approach. The reports of the single-threaded execution of WRF generated with both tools showed a great consistency in the results, despite following different philosophies. The routine with longer runtime was sintb that required around the 15% of the total execution time. For this reason, we focus our work in porting this routine to GPU. Even though each invocation of sintb does not take a large runtime, the routine is invoked more than 10 million times during the WRF execution.

4.1 sintb and bdy_interp1 Routines

To begin with, we study the feasibility of porting sintb routine to GPU analyzing the relationship between transference and computation time for a call to sintb. We found that this ratio was four to one, so we examined bdy_interp1 routine, which is the only routine that calls sintb. bdy_interp1 makes four consecutive calls to sintb with the same input matrices, but with different sets of positions. For this reason, a single transference is required to make the four invocations to sintb thus compensating the high relative computational cost of the transference. So, it was considered a better option to also port code from the bdy_interp1 routine to the GPU instead of only porting sintb.

After the four sintb calls, the bdy_interp1 routine makes assignments to other matrices using the results from the invocations. Both invocations and assignments are in a loop parallelized using OpenMP in the original code, but the set of positions of each invocation to sintb does not depend on the iteration step. Therefore, we decided to group all calls to
in a single call, postponing all assignments for the end. Following that approach, the Fortran code of *sintb* was ported to C, and it was verified that the results were similar to those obtained by the original version. Then, the C code of *sintb* was ported to CUDA.

Now, the main bottlenecks were the transference of the result matrices (25% of the total runtime) and the final assignments to other matrices in *bdy_interp1* (30% of the total runtime), since they could not be run concurrently with the kernel. For this reason, we chose to migrate the final assignments in *bdy_interp1* to a second kernel in CUDA, not only to reduce the computation time of this task, but also taking benefit from the fact that all the inputs of the routine are already on the GPU. This brought a couple of other improvements. On the one hand, the final results of *bdy_interp1* are nearly half of the size of the intermediate results produced by the invocation to *sintb*, so the transference time from GPU to CPU is significantly reduced. On the other hand, the matrices where the final results are updated can be copied from the GPU to the CPU asynchronously and concurrently with the execution of the first kernel, which hides this transference time. The pseudocode of the host side of the CUDA implementation outlined above is presented in Algorithm 1.

**Algorithm 1 bdy_interp1 Host Side Pseudocode**

1: synchronous transferences required by *sintb*, host to device, stream 1
2: asynchronous transferences to be updated with final results, host to device, stream 2
3: invoke *sintb* kernel through stream 1
4: synchronize stream 2 \( \triangleright \) Blocks host until all calls in stream 2 are completed
5: invoke second kernel through stream 1 \( \triangleright \) Updates the final results
6: synchronous transferences of final results, device to host, stream 1

The memory accesses of the GPU implementation are coalesced and the memory spaces allocated on the GPU are reused in order to reduce calls to malloc and free. Finally, we performed an analysis to find the best balance between the number of registers and shared memory used per block. The best configuration consists in using only 24KB of shared memory per block, allowing to execute up to two concurrent blocks on each multiprocessor.

## 5 Experimental Results

This section describes first the scenario used for the experimental study and the execution platform. Then, the results obtained are presented and analyzed.

### 5.1 Test Instance

The test instance consists in real information of the 07/15/2012 for a 12 hours climate forecast of the wind farm complex *Ing. Emanuele Cambilargiu*. The test instance is con-
sidered representative of a normal day of operation of the park. The numerical model uses four nested grid levels of 30km×30km, 10km×10km, 3.3km×3.3km and 1.1km×1.1km that assimilate information from the lower resolution to the higher resolution levels of the grid. The 30km×30km domain has a grid resolution of 74×61 points and 54 vertical levels, while the others domain has a grid resolution of 40×40 points and 54 vertical levels.

5.2 Test Environment

The execution platform for the CPU runs is a PC with a dual core Intel Core i3-2100 processor at 3.10 Ghz with 8 GB using the Fedora 15 Linux operating system. It should be noted that the processor supports hyper-threading. The CPU versions were compiled using the -O3 flag. The execution platform for the GPU runs is an Nvidia’s GeForce GTX 480 (480 CUDA cores, Fermi architecture, Compute Capability 2.0) connected to the CPU platform. The GPU versions were compiled using the Nvidia’s CUDA compiler 4.1 version with the -O3 flag. All the reported total runtime of the GPU executions always include the transference time of data between CPU and GPU.

5.3 Experimental Analysis

We begin our analysis with the parallelization of the WRF using OpenMP. Table 1 presents the experimental results regarding the performance obtained. The table includes the execution time of the single-threaded, two-threaded and four-threaded (using hyper-threading) WRF, as well as the speedup values of the parallel executions. The speedup value obtained using two threads is not close to linear; this shows that the parallelization of the WRF is not a trivial task and that an adequate load balance has to be achieved in order to benefit from additional processing units. The execution time with two and four threads allows us to affirm that in this case the use of hyper-threading is justified.

<table>
<thead>
<tr>
<th>Single Thread</th>
<th>Two Threads</th>
<th>Speedup</th>
<th>Four Threads</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime (mins)</td>
<td>226.70</td>
<td>126.77</td>
<td>103.38</td>
<td>2.19</td>
</tr>
</tbody>
</table>

Table 2 presents the execution time of the single-threaded and four-threaded (using hyper-threading) of bdy_interp1 routine, as well as the speedup value of the parallel version. The runtimes reported are the average of all the executions of the routine (the routine is executed more than 2.5 million times). The speedup value obtained with four threads is slightly worse than for the entire application which may indicate that the routine has further difficulty to scale with a multithreaded parallelization.

We continue our analysis with the parallelization of the WRF using a GPU. In the first place it should be noted that there are no significant differences regarding the numerical
Table 2: OpenMP Parallelization of \texttt{bdy_interp1}

<table>
<thead>
<tr>
<th>Single Thread</th>
<th>Four Threads</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime (ms)</td>
<td>Runtime (ms)</td>
</tr>
<tr>
<td>24.00</td>
<td>11.50</td>
</tr>
</tbody>
</table>

accuracy between the results obtained by the GPU and the CPU implementation. There are several alternatives to evaluate the performance of the GPU implementation. The two key aspects that influence the definition of speedup that can be considered are how many threads run on the CPU implementation taken as a reference and whether the transference time is included in the runtime of the GPU implementation or not. Four different definitions of speedup arise from the combination of both aspects: parallel CPU run and including the transference time (Eq. 1), parallel CPU run and not including the transference time (Eq. 2), single-threaded CPU run and including the transference time (Eq. 3) and single-threaded CPU run and not including the transference time (Eq. 4).

\[
\text{Speedup}_I = \frac{\text{Runtime of 4-threaded \texttt{bdy_interp1}}}{\text{GPU total runtime of \texttt{bdy_interp1}}} \quad (1) \quad \text{Speedup}_{II} = \frac{\text{Runtime of 4-threaded \texttt{bdy_interp1}}}{\text{GPU total runtime of \texttt{bdy_interp1}}} \quad (2)
\]

\[
\text{Speedup}_{III} = \frac{\text{Runtime of 1-threaded \texttt{bdy_interp1}}}{\text{GPU total runtime of \texttt{bdy_interp1}}} \quad (3) \quad \text{Speedup}_{IV} = \frac{\text{Runtime of 1-threaded \texttt{bdy_interp1}}}{\text{GPU total runtime of \texttt{bdy_interp1}}} \quad (4)
\]

All the previous works reviewed in the related work section use Speedup$_{III}$ to evaluate the performance of the GPU implementation. Huang et al. [12, 13, 14, 15, 19, 20] also report Speedup$_{IV}$ since they claim that when the WRF is fully ported to GPU it would not be necessary to transfer the data. We believe that the speedup values, which are calculated against the four-threaded CPU execution (Speedup$_I$ and Speedup$_{II}$), are fairer to evaluate the performance of the GPU implementation because it is a more realistic execution scenario since it is a little artificial to limit the computing capacity of the CPU for the evaluation. Anyway, we include Speedup$_{III}$ and Speedup$_{IV}$ in our analysis in order to be able to compare our results with other works.

Table 3 presents the runtime of the GPU implementation of the \texttt{bdy_interp1} routine with the transference and computation time disaggregated, as well as the four speedup values described above. To begin with, the transference time represents 20% of the total execution time so the increase in the speedup when the transference is not considered is only 20%. Although it is a small percentage of the total time, it can be explored the alternative of using asynchronous transferences instead of synchronous ones, in order to overlap them with computation on the GPU or the CPU, thus reducing the time involved in the transferences. In the second place, the Speedup$_I$ value obtained when compared
with the four-threaded execution of the WRF is 4.89. An almost five times reduction in the runtime of the routine can be considered a good result, since the improvement is accomplished versus an already parallel implementation that was developed by the staff of developers of the WRF. Finally, the Speedup\textsubscript{IV} value obtained is 10.21 that is comparable to the values reported by Michalakes et al. and Ruetsch et al. We could not reach similar values to the ones reported by Huang et al., but the scenario we used is significantly smaller and fast math was not used due to the characteristics of the routine that we ported to GPU.

<table>
<thead>
<tr>
<th>Table 3: GPU Parallelization of bdy_interp1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Runtime (ms)</td>
</tr>
<tr>
<td>Transference</td>
</tr>
<tr>
<td>0.45</td>
</tr>
</tbody>
</table>

Table 4 presents the runtime of the single-threaded and four-threaded WRF with bdy\_interp1 routine executing on the GPU, as well as the corresponding speedup values. The implementation of this routine in GPU produces a reduction of more than 10 minutes (10.26\% of the total runtime) in the runtime of the four-threaded WRF and of 20 minutes (8.75\% of the total runtime) in the runtime of the single-threaded WRF.

<table>
<thead>
<tr>
<th>Table 4: GPU Parallelization of WRF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Thread + bdy_interp1 on GPU</td>
</tr>
<tr>
<td>Runtime (mins)</td>
</tr>
<tr>
<td>206.87</td>
</tr>
</tbody>
</table>

6 Conclusions and Future Work

In this paper we have studied the acceleration of a tool for wind power forecasting on a GPU. To this end, we profiled the WRF model, which is the main bottleneck of the application, and determined that sintb is the routine with longer runtime (around 15\% of the total runtime of WRF). A further analysis showed that it was a better alternative besides porting sintb to GPU also porting bdy\_interp1 routine. The implementation of sintb and bdy\_interp1 routines on Nvidia’s GTX 480 GPU obtained speedup values of up to 10× and almost 5× when compared with the single-threaded and four-threaded execution on CPU, respectively. The acceleration obtained implies a 10% reduction in the total runtime of the WRF.

We identify three lines for future work. The first one is to identify additional routines to port to GPU in order to accelerate the tool for wind power forecasting. This leads to a second line of interest, which consists in executing the WRF with the two routines on the GPU for a whole forecast for the next 48 hours. Finally, we aim to use as execution platform a GPU with Kepler architecture that recently came to market.
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Abstract

Problem of development of pattern recognition methods at the processing of video sequences for the creation of real-time monitoring for complex socio-technical systems is discussed. Qualitative properties of the assumed dynamical systems are strongly dependent on the input data. At the same time, acquisition means of real values of inputs are the most difficult and requires of costly measuring systems.

Therefore, the search for effective and system solutions for processing video sequences in order to restore the characteristics of dynamic systems that are models of complex socio-technical systems are very important.

Key words: Social-technical systems, pattern recognition

1 Introduction

The problem of intellectual monitoring design becomes relevant for research and optimization of functioning of complex social-technical systems (STS).

STS modeling is connected with taking into account a lot of factors are categorized into two classes: basic and secondary.

The parameters, describing a basic unit, are deterministic component of the model. Other parameters are averaged or become stochastic. Thence in general, models of social and technical systems are mixed, i.e., being deterministic – stochastic models, for example, \cite{1}.
2 Traffic as STS

Obviously all transport systems of the cities (megalopolises) and regions are examples of complex social—technical systems. Operation of such systems is connected with providing of society safety, then ensure of the equipment, as a rule not cheap equipment, then solution of the ecological problem, etc.

So, in Russia with the 140-million population there are annually about 35 000 killed persons and about 200 000 traumatized persons with various degree weights in traffic accidents.

As result of non sufficient street-road network, traffic jams are increased and cause huge economic losses.

3 Visualization of the dynamical systems

Forecasting of a condition of street traffic in megalopolises becomes a global problem because saturated traffic flows possess instability, because local events influence quickly extends on all network.

One of approaches to modeling consists in video—images processing of traffic flows in megalopolis that been received “from above”, i.e., from space, aircraft or dirigible balloons. Large number of information, for example, for Moscow from 200000 to 500000 thousands cars it is necessary to recognize, to process and make recommendations for traffic control.

This problem can not be solved in real time without automation, [2], [3]. And apos-teriory processing is not effective. Now “Yandex-probki” system and similar web-services of other known companies give us possibility to look the map of traffic flow in some megalopolises of Russian Federation by means of selective information on a high-speed mode of separate cars. Also even less stable information (as a rule, text mode) about the reasons of movement difficulties, [4]. According to Russian proverb “A picture is worth a thousand words ...”, it is represented that information visualization of even the general plan would increase quality of the forecast and regulations very significantly.

4 Street-road network recognition

In the present review of the general plan we will assume that unit of processing is the black and white image of the megalopolis or its part that is essentially not local. Let us consider that capture of information happens in a way of rather high point to consider that the image has constant depth, and not too remote that objects of recognition, in our case they are cars, occupied a quantity of pixels. Standard procedures of smoothing shot are applied in scales correlated to part of the average car (in pixels). As basic element of sampling of the screen we chose an rectangle, that is similar to permission in pixels in a half of the average
size of the car, assuming that the main part of components of flow has no more than two colors.

Automatic recognition of traffic flow is carried out by means of the analysis of a variation of function of difference module of average means of gray intensity on time for everyone splitting units. Thus the cells, that containing a movement, \([5]\), are detected \(SRN = \{a_{ij}\}, (i, j) \in IJ\).

5 Estimates of flow numerical characteristics

5.1 Recovery of flow intensity

Function of gray intensity for each cells of the selected set of SRN will allow to determine intensity of movement as number of transitions of \(q_{ij}\) from “it is free = 0” to “by time is occupied = 1” in unit of time \(T\), \(q_{ij} = q_{ij}(T)/T\). Summation of \(q_{ij}\) on any subset of \(IJ\), forming section, it gives a flow intensity, gives classical characteristic, \([4]\).

5.2 Recovery of flow density

Thus, in each timepoint each cage of \(IJ\) is in a condition ”0” or ”1”. For any fixed subset of \(IJ\) a share ”1” estimates flow density. This rough characteristic is applicable to all conditions of movement. However in case of so-called “working movement” it is possible to specify density assessment, counting not quantity of units (”1”), and quantity of clusters from units ”1”.

5.3 Recovery of the turbulent areas

We fix some cell from \(IJ\). As the network is connected, the quantity of neighboring cells is not empty. Let us calculate correlation functions of states of a considered cell with the next by which it is possible to determine “the movement direction” and secondary flow migrations. Relative size of these sizes characterizes coefficient of mixed of cars, a factor which negatively influences on flow work.

5.4 Detection of velocity and movement mode

After definition of movement direction the movement velocities of a busy particle is estimated by means of time, a particle necessary for movement in following cell.

Synchronous movement of a connected chain of cells means that one rigid object is processed. The so-called connected flow means that the strong correlation between schedules of the next cells (clusters) exits. The free mode of movement is accompanied by low correlation between the next objects.
6 Kerner three-phase theory and automated processing of the trajectories field

Traffic flow theory received a significant stimulus into development, caused widespread of devices for automatically register of motion characteristics.

Now some sections of highway have been equipped such devices, and therefore a large amount of factual information has accumulated.

Kerner [6], [7], has deeply processed of available data, and, on the one hand, demonstrated the inadequacy of existing theoretical approaches, and also formulated some fundamental assumptions about the structure of traffic flows.

In the presented theory a significant place is the visual analysis of trajectories field at coordinates \((t, x)\) and \((t, x, \dot{x})\) for individual vehicles.

For example, a connected chain at steady state in a short time \(\Delta t\) gives the following approximate image, Fig. 1.

```
Figure 1: Trajectories fragment of steady state chain
```

Assuming displacement vectors are the same and small, we obtain that the percentage of pixels occupied by trajectories, is inversely proportional to slope, i.e., velocity. Thus, the image processing of trajectories field allows to separate the areas of movement with given speed mode, including congestion, Fig. 2.

7 Cluster and stochastic flow models on regular networks – chainmails and intelligent monitoring for testing and verification of software

The present method of screen processing by detectors field is relevant for checking the adequacy of the software flow for complex networks.

The present method of screen processing by detectors field is relevant for checking the adequacy of the software flow for complex networks.

One of study problems is to identify the qualitative properties of the flows on the chainmails, i.e. networks of rings, [8].

In particular, the model is composed of a planar ring with shape as shown in Fig. 3. Points N, W, S and E are the nodes adjacent to the ring junctions.
Depending on flow model, either cluster approach or random walks, [9], [10], the flow components move on the ring. They need to interact and migrate to neighboring rings in accordance with the rules strictly.

The software simulates the system status on computer display and intelligent processing.
allows to find the accordance of the visible system behavior to the given rules.

In addition, once the credibility of the software is confirmed, it is very useful is the
identify the behavior trends of a complex dynamical system depending on its parameters.

In particular, for the simplest problem of traffic on chain mail, [11] when on each ring
in a certain direction the particle moves only (green), waiting (red), competes for a free cell
(yellow), it is relevant of identification of stationary waiting areas (red) after a end-time or
non-zero-ergodic area measure.
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Abstract

In this work a Gause type predator-prey model (as extension of Volterra model) is analyzed. It is assumed that a simple Allee effect affects the prey population and there exists interference among predators. The stability analysis is giving establishing conditions for the existence and local stability of equilibrium points. Results for the extintion and persistence of the species are given.

Key words: Predator-prey model, Allee effect, functional response, stability, interference among predators.

1 Introduction

In this work, a Gause type predator-prey model \cite{8} is analyzed, modifying the well known Volterra model \cite{14}, in which the functional response is linear; we introduce two new factors assuming the prey growth rate is affected by a strong Allee effect \cite{7} and there exists competition between predators \cite{1}.

The Allee Effect is a positive relationship between any component of individual fitness and either numbers or density of conspecific \cite{6, 12, 13}. This phenomenon has been also called \textit{depensation} in Fisheries Sciences, or \textit{negative competition effect} (\textit{positive density dependence}) in Population Dynamics \cite{5, 10}.

Populations can exhibit Allee effect dynamics due to a wide range of biological phenomena, such as reduced antipredator vigilance, social thermoregulation, genetic drift, mating
difficulty, reduced antipredator defense, and deficient feeding at low densities; however, several other causes may lead to this phenomenon (see Table 1 in [2] or Table 2.1 in [7]).

The Allee effect can be divided into two main types called strong Allee effect [15] or critical depensation [5, 10] and weak Allee effect [13] or noncritical depensation [5, 10].

The strong Allee effect implies the existence of a threshold population level \( m \) [1, 4], below which the population becomes extinct. This requires the population growth rate must to be negative for population sizes minor that \( m \).

Many continuous time equations have been used to model the Allee effect [4], although most of them are topologically equivalent [9], \( i.e., \) solutions have the same qualitative behavior.

On the other hand, different behavior of predator influencing the interrelation among prey and predators can be assumed, as example: (i) behavior typical of territorial animals where individuals “waste time” in direct contests thereby decreasing time each could otherwise devote to foraging (searching for or handling prey); (ii) spatially aggregated predators and prey and so on [3].

In particular, we consider interference or competition between predators as element affecting the dynamics of the proposed model. Predator interference or simply interference is a collective term that embraces a number of specific mechanisms [3].

In this work, we model the interference of predator as presented in the book by Bazykin [1] considering the linear functional response independent of predator density, which means that any single predator affects the prey population growth rate independently of its con-specifics. However, to express the action of another predators in the interaction, in our formulation is considered a self-interference term as in the logistic growth rate.

The model and general settings are presented in Section 2. In Section 3, the local nature of equilibrium points and the possibility of: a) extinction, b) extinction of predators only, or c) the possibility of coexistence, according to regions of the parameter space, are presented.

\section{The model}

Using the simplest way to describe the Allee effect and considering competition (interference) between predators, the model to be studied is described by the planar system:

\begin{equation}
X_\mu : \begin{cases}
\frac{dx}{dt} = r \left(1 - \frac{x}{K}\right)(x - m)x - qxy, \\
\frac{dy}{dt} = (px - c - e)y, \quad (x, y) \in \Omega,
\end{cases}
\end{equation}

where \( x(t) \) and \( y(t) \) represent the prey and predator populations size, respectively at instant \( t \geq 0 \), the parameters are all positive, \( i.e., \mu = (r, K, q, p, c, e, m) \in \mathbb{R}_+^6 \times [0, K] \) and \( \Omega = \{(x, y) \in \mathbb{R}^2 / 0 \leq x, 0 \leq y\} \).

The parameters have the standard ecological meanings. In the first equation of (1): “\( r \)” is the intrinsic prey growth rate, “\( K \)” is the prey enviromental carrying capacity, “\( m \)”
is the strong Allee effect threshold and “$q$” is the quantity of prey that can be killed by predators in each time unit. In the second one: “$p$” is the efficiency with which predators convert consumed prey into new predators, “$c$” is the natural death rate of predators and “$e$” denotes the struggle in predators [11].

In order to simplify the calculations were carried out a re-parameterization and time scaling. It is proved that (1) is a topologically equivalent to the system that follows:

\[
\begin{align*}
\frac{du}{d\tau} &= [(1 - u)(u - M) - v]u, \\
\frac{dv}{d\tau} &= BE\left[\frac{u - C}{E} - v\right]v, \quad (u, v) \in \bar{\Omega},
\end{align*}
\]

where $M = \frac{m}{K}$, $B = \frac{p}{r}$, $C = \frac{c}{pK}$ and $E = \frac{e}{pq}$. The new parameter vector is $\eta = (M, B, C, E) \in \mathbb{R}^4$. Moreover, $\bar{\Omega} = \{(u, v) \in \mathbb{R}^2 / 0 \leq u, 0 \leq v\}$.

### 3 Results

For any vector of parameters $\mu \in \mathbb{R}_+^6 \times \mathbb{R}_+$ there exist the equilibria: $(0, 0)$, $(M, 0)$ and $(1, 0)$. In addition, some positive equilibrium $(u, v)$ at the intersection of the curves of zero per capita growth $(1 - u)(u - M) - v = 0$ and $u - C - Ev = 0$ may appear. Then, the coordinate $\bar{u}$ has to satisfies the quadratic equation $Eu^2 + Au + L = 0$, with $A = 1 - ME - E$ and $L = ME - C$. Hence, we have at most two positive equilibria.

By linearization we obtain the following table with the local behavior of the non positive equilibria:

<table>
<thead>
<tr>
<th>$M$</th>
<th>$(0, 0)$</th>
<th>$(M, 0)$</th>
<th>$(1, 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$&lt; 1$</td>
<td>stable</td>
<td>saddle-node</td>
<td>stable</td>
</tr>
<tr>
<td>$&lt; C$</td>
<td>stable</td>
<td>saddle-node</td>
<td>saddle-node</td>
</tr>
<tr>
<td>$&lt; 1$</td>
<td>stable</td>
<td>unstable</td>
<td>saddle-node</td>
</tr>
</tbody>
</table>

None, one or two positive equilibria exist according to the conditions that follow:

<table>
<thead>
<tr>
<th>$N^2$</th>
<th>Cond. 1</th>
<th>Cond. 2</th>
<th>Cond. 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$M &lt; 1 &lt; C$</td>
<td>$M &gt; 1 - E^{-1}$</td>
<td>$A^2 &lt; 4EL$</td>
</tr>
<tr>
<td>1</td>
<td>$M &lt; C &lt; 1$</td>
<td>$M &lt; 1 - E^{-1}$</td>
<td>$A^2 &gt; 4EL$</td>
</tr>
</tbody>
</table>

When $M < 1 < C$ or $M < C < 1$, we can consider the stable manifold $\Gamma$ of $(M, 0)$, which is a solution that (making the time to back) goes towards the inside of the first quadrant of the phase plane. Let us denote $\Gamma_+$ (resp. $\Gamma_-$) the subset of $\mathbb{R}_+ \times \mathbb{R}_+$ above and to the left (resp. above and to the right ) of the curve $\Gamma$. 
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Theorem 1 (Total extinction) Given $p \in \Omega$, the omega-limit set $\omega(p)$ is $\{(0,0)\}$, if some of the conditions that follow is satisfied:

- $C \geq 1$ and $p \in \Gamma_+$.
- $C < 1$, $A \geq 0$ and $L \geq 0$.
- $A^2 - 4EL < 0$.
- If $L > \frac{BE-A-1}{2} - \frac{BCE}{2}$, when $A < 0$ or $L < 0$ and $A^2 - 4EL \geq 0$.
- $p \in \Gamma_+$ and, in addition, $L < \frac{BE-A-1}{2} - \frac{BCE}{2}$ with $C < 1$, $A < 0$ or $L < 0$, and $A^2 - 4EL \geq 0$.

Theorem 2 (Predator extinction) A solution $(u(\cdot),v(\cdot))$ satisfies $v(t) \to 0$ as $t \to \infty$, but $\limsup u > 0$, if only if $C \geq 1$ and $(u(\cdot),v(\cdot))$ is in $\Gamma_-$ at some instant.

Theorem 3 (Coexistence) A solution $(u(\cdot),v(\cdot))$, $(u(0),v(0)) = p \in \Omega$, is such that $\limsup u, \limsup v > 0$ if some of the conditions that follow is satisfied:

- $p \in \Gamma_-$ and moreover $L < \frac{BE-A-1}{2} - \frac{BCE}{2}$ with $C < 1$, $A < 0$ or $L < 0$, and $A^2 - 4EL \geq 0$.
- If $L > \frac{-A}{2}$ when $A < 0$ or $L < 0$ and $A^2 - 4EL \geq 0$ and $p$ is over the the stable manifold of the positive equilibrium point.
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1 Extended abstract

For a bounded open set $O \subset \mathbb{R}^N$, and a sequence of open sets $O_\varepsilon \subset O$, we consider the Poisson equation with Dirichlet conditions on $\partial O_\varepsilon$. The problem is to study the asymptotic behavior of the solutions, when $\varepsilon$ tends to zero, by finding the equation satisfied by its limit. This allows us to describe the macroscopic behavior of the material corresponding to the mixture of the solid part $O_\varepsilon$ and the holes $K_\varepsilon = O \setminus O_\varepsilon$. The obtention of this limit equation is a classical problem which has been considered since the early 80’s. Usually, the set $K_\varepsilon$ is a union of very small connected components distributed in $O$. It is well known that the homogenized equation is an elliptic problem in the whole of $O$ which contains in general a new term of order zero depending on the distribution and size of the holes, the Cioranescu-Murat “strange term” ([6]). The most classical result corresponds to the homogenization of the Poisson equation with holes of size $\varepsilon \frac{N-2}{N}$ if $N \geq 3$, or $\varepsilon^{-\frac{1}{2}}$ if $N = 2$, which are periodically distributed with period $\varepsilon$. In this case the coefficient corresponding to the new term of zero order is a positive constant. The case of arbitrary holes and nonlinear equations has been considered in several papers such as [4], [5], [6], [7], [9], [10], [16].

Our purpose in the present work is to consider the case where the holes are randomly distributed. To simplify, we assume $N \geq 3$, and similarly to the classical periodic setting, we consider holes of size $\varepsilon \frac{N-2}{N}$ such that the distance between two holes is of order $\varepsilon$. Namely:
Homogenization of Dirichlet problems in random perforated domains

We consider a probability space $(\Omega, \mathcal{F}, P)$, a subset $\tilde{\Omega} \subset \Omega$, and a function $T(x) : \Omega \to \Omega$, for every $x \in \mathbb{R}^N$, which defines an ergodic measure preserving dynamical system in $\mathbb{R}^N$. Then, for a compact set $K \subset \mathbb{R}^N$, we define the sequence of random holes as

$$K_\varepsilon(\omega) = \bigcup_{z \in \mathbb{R}^N, T(z) \omega \in \tilde{\Omega}} \left( \varepsilon z + \varepsilon^{\frac{N}{N-2}} K \right), \quad P\text{-a.e. } \omega \in \Omega.$$ 

Denoting by $O_\varepsilon(\omega)$ the open set obtained from $O$ by removing the random holes, $K_\varepsilon(\omega)$, we want to study the asymptotic behavior of the solutions $u_\varepsilon$ of

$$\begin{cases} 
-\Delta_x u_\varepsilon(\omega, x) = f_\varepsilon(\omega, x) & \text{in } O_\varepsilon(\omega) \\
 u_\varepsilon(\omega, x) = 0 & \text{on } \partial O_\varepsilon(\omega) 
\end{cases} \quad P\text{-a.e. } \omega \in \Omega, \quad (0.1)$$

where $f_\varepsilon$ converges strongly in $L^2_P(\Omega; H^{-1}(O))$ to a function $f$.

The homogenization of random problems has been considered in several papers, see e.g. [2], [3], [8], [11], [12], [14], [15]. In particular, the G. Neguetseng and G. Allaire two-scale convergence method ([1], [13]), which is a very useful tool in periodic homogenization, has been extended in [2] to the setting of random homogenization problems. In general, the heterogeneities considered in those papers are given by functions of the form $F(T(\xi_\varepsilon) \omega)$, with $\omega$ taking values on the probability space, $T$ a dynamical system as above and $F$ a random variable. However, in our problem, the homogenization process contains two different sizes ($\varepsilon^{\frac{N}{N-2}}$ and $\varepsilon$) to describe it, and then, it can not be analyzed by the results of [2]. To solve this difficulty, we introduce in the present paper a new extension of the two-scale method, which is based on some ideas used in [4] for the homogenization of Dirichlet elliptic problems in (deterministic) periodic domains. We show that the solution $u_\varepsilon$ of (0.1) converges weakly in $L^2_P(\Omega; H^{-1}_0(O))$ to the unique solution $u$ of the problem

$$\begin{cases} 
-\Delta_x u(\omega, x) + \gamma \kappa u(\omega, x) = f(\omega, x) & \text{in } O \\
u(\omega, x) = 0 & \text{on } \partial O 
\end{cases} \quad P\text{-a.e. } \omega \in \Omega,$$

where the new term $\gamma \kappa u$ is the equivalent for our random problem of the Cioranescu-Murat strange term in the deterministic case ([6]). Similarly to the classical result, it is given by the capacity $\kappa$ of the closed set $K$ in $\mathbb{R}^N$, multiplied by $\gamma$, the mean density of holes in $O$. Thanks to the ergodic theory we prove that $\gamma$ does not depend on $\omega \in \Omega$ or $x \in O$. From the physical point of view this means that the limit behavior of the material corresponding to the mixture of the solid part $O_\varepsilon(\omega)$ and the holes $K_\varepsilon(\omega)$ is deterministic. Similar results but assuming different assumptions about the random distribution of the holes and using different techniques have been obtained in [3] and [14].
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